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ABSTRACT 

 

The current research focuses on the thermoacoustic instability of lean premixed 

combustion, which is a promising technique to inhibit Nitrogen Oxides (NOx) emission. 

Thermoacoustic instability describes the condition that the pressure oscillation is 

unusually high in the combustion device. It results from the coupling between pressure 

fluctuation and heat release oscillation, which experiences significant temporal and 

spatial variations. These variations are closely related to the flame shape deformation and 

critical in determining the trend of the global instability. Therefore, the current study aims 

to examine both the global and local flame features created by thermoacoustic instability.  

The first part of the work is studying the unstable flame induced by artificial 

acoustic perturbation. The particular focus is on the global and local heat release rate 

oscillation. In the experiment, the global heat release rate oscillation was indicated by the 

hydroxyl (OH*) chemiluminescence captured with a photomultiplier tube (PMT). On the 

other hand, the flame shape and the local mean heat release rate were examined with 

flame surface density (FSD), which was calculated with the images captured with the 

planar laser-induced fluorescence of the hydroxide radical (OH-PLIF) method. The main 

analysis methods used in the current research are Rayleigh criterion and proper 

orthogonal decomposition (POD), which can efficiently capture the dominant oscillation 

mode of the flame.   

The acoustic perturbation study first examined the effect of pressure variation (0.1 

- 0.4 MPa) on the flame response to the acoustic perturbation. Results show that the 

elevated pressure intensifies the fundamental mode of heat release oscillation when the 

heat release oscillation is in phase with the pressure fluctuation; otherwise, the 



www.manaraa.com

v 

 

fundamental oscillation tends to be inhibited. The pressure affects both the strength and 

the distribution of the local fundamental and the first harmonic oscillations. Furthermore, 

the effect of the pressure on the distribution is larger than that on the strength.  

The study also investigated the role of Strouhal numbers in characterizing the 

flame oscillation induced by acoustic perturbation. Results show that the Strouhal number 

can characterize the changing trend of the oscillation amplitude, whereas the oscillation 

phase-delay is less dependent on the Strouhal number. The local analysis reveals that the 

nonlinear flame behavior results from the flame rollup induced by acoustic perturbation. 

Furthermore, the reconstruction of the global heat release shows that the cancellation of 

out-of-phase local oscillations can cause a low-level global oscillation. Results also 

demonstrate that the local heat release oscillation contains intense harmonic oscillations, 

which are closely associated with the flame rollup. However, the harmonic oscillation is 

less likely the main reason causing nonlinear flame behavior.  

Besides the study with acoustic perturbation, the current study also conducted 

experimental and modeling studies on the self-excited thermoacoustic instability. The 

particular focus is examining the effects of hydrogen addition on the instability trend. 

Results demonstrate that the hydrogen concentration can affect both the oscillation 

frequency and amplitude. Pressure analysis shows that the low-frequency mode is 

triggered when the hydrogen concentration is low, whereas a high hydrogen 

concentration tends to excite a high-frequency mode. Moreover, the frequency tends to 

increase with an increasing hydrogen concentration. Modeling results illustrate that the 

change of the oscillation mode, which is determined by the turbulent flame speed, is 

mainly affected by the delay time between the heat release oscillation and the velocity 
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fluctuation. The modeling work shows that the one-dimensional model is not very 

efficient in capture the instability trend of the high-frequency mode. It may result from 

the lack of the knowledge of the mechanism of acoustic damping and flame dynamics.  
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PUBLIC ABSTRACT 

 

The current research focuses on the thermoacoustic instability of lean premixed 

combustion, which is a promising technique to inhibit Nitrogen Oxides (NOx) emission. 

Thermoacoustic instability describes the condition that the pressure oscillation is 

unusually high in the combustion device. It results from the coupling between pressure 

fluctuation and heat release oscillation, which experiences significant temporal and 

spatial variations. These variations are closely related to the flame shape deformation and 

critical in determining the trend of the global instability. Therefore, the current study aims 

to examine both the global and local flame features created by thermoacoustic instability.  

The first part of the work is studying the unstable flame induced by artificial 

acoustic perturbation. The particular focus is on the global and local flame oscillation. 

The acoustic perturbation study shows that the elevated pressure can affect the flame 

shape deformation. The study also demonstrates that the Strouhal number can 

characterize the changing trend of the oscillation amplitude, whereas the oscillation 

phase-delay is less dependent on the Strouhal number.  

Besides the study with acoustic perturbation, the current study also conducted 

experimental and modeling studies on the self-excited thermoacoustic instability. The 

particular focus is examining the effects of hydrogen addition on the instability trend. 

Results demonstrate that the hydrogen concentration can affect both the oscillation 

frequency and amplitude. Modeling results illustrate that the change of the oscillation 

mode, which is determined by the turbulent flame speed, is mainly affected by the delay 

time between the heat release oscillation and the velocity fluctuation.  

  



www.manaraa.com

viii 

 

TABLE OF CONTENTS 

 

TABLE OF CONTENTS ................................................................................................. viii 

LIST OF TABLES ............................................................................................................ xii 

LIST OF FIGURES ......................................................................................................... xiii 

NOMENCLATURE ......................................................................................................... xx 

CHAPTER 1 INTRODUCTION ........................................................................................ 1 

1.1 Background................................................................................................ 1 

1.2 Objectives and Outlines ............................................................................. 4 

1.3 Introduction to Literature Review ............................................................. 5 

1.4 A General Description of Thermoacoustic Instability............................... 6 

1.5 Heat Release Oscillation Induced by Large Coherent Structures ............. 7 

1.5.1 Non-swirling Flames............................................................. 7 

1.5.2 Swirling Flames .................................................................. 10 

1.6 Thermoacoustic Instability Study under Elevated Pressure Conditions.. 14 

1.7 Diagnostic Methods of Heat Release Rate .............................................. 15 

1.7.1 Global Heat Release Rate Measurement ............................ 15 

1.7.2 Local Heat Release Rate Measurement .............................. 16 

1.8 Thermoacoustic Instability Modeling...................................................... 18 

1.8.1 Modeling Work with a Minor Consideration of the Flame 

Structure ................................................................................................... 19 

1.8.2 Modeling Working Considering the Flame Structure ......... 21 

CHAPTER 2 EFFECT OF THE ELEVATED PRESSURE ON THE FLAME 

RESPONSE TO ACOUSTIC PERTURBATION ....................................... 23 

2.1 Experimental Configuration .................................................................... 23 

2.1.1 Acoustic Chamber............................................................... 23 

2.1.2 Burner and Flow Control System ....................................... 25 

2.1.3 Diagnostic Methods ............................................................ 26 

2.2 Data Analyzing Methods ......................................................................... 27 

2.2.1 Phase-average Method ........................................................ 27 

2.2.2 Flame Surface Density ........................................................ 28 



www.manaraa.com

ix 

 

2.2.3 Local Analysis .................................................................... 29 

2.3 Operating Conditions............................................................................... 30 

2.4 Results ..................................................................................................... 31 

2.4.1 Global Flame Response ...................................................... 31 

2.4.2 Flame Dynamics ................................................................. 36 

2.4.3 Local Flame Response ........................................................ 40 

2.5 Conclusions ............................................................................................. 45 

CHAPTER 3 EXPERIMENTAL STUDY THE LOCAL FLAME FEATURES 

CREATED BY ACOUSTIC PERTURBATION ........................................ 46 

3.1 Data Analyzing Method .......................................................................... 46 

3.1.1 Flame Surface Density ........................................................ 47 

3.1.2 Rayleigh Criterion Analysis................................................ 47 

3.1.3 POD Analysis ..................................................................... 48 

3.1.4 Operating Conditions .......................................................... 49 

3.2 Results ..................................................................................................... 50 

3.2.1 Pressure Spectrum............................................................... 50 

3.2.2 Rayleigh Index Maps .......................................................... 51 

3.3 Local Analysis of Heat Release Rate ...................................................... 53 

3.3.1 Curve Fitting Method with Raw Phase-averaged FSD ....... 53 

3.3.2 Determination of the Phase Angle of the Image with the 

POD Method ............................................................................................ 55 

3.4 Application of POD method on Phase-averaged FSD Results ................ 56 

3.4.1 Energy of POD Modes ........................................................ 60 

3.4.2 Uncertainty Analysis........................................................... 62 

3.5 Local Analysis Based on POD Analysis ................................................. 63 

3.6 Conclusions ............................................................................................. 67 

CHAPTER 4 EFFECTS OF THE STROUHAL NUMBER ON THE LOCAL AND 

GLOBAL FLAME RESPONSES TO ACOUSTIC PERTURBATION ..... 68 

4.1 Data Analyzing Methods ......................................................................... 68 

4.2 Operating Conditions............................................................................... 69 

4.3 Results ..................................................................................................... 70 



www.manaraa.com

x 

 

4.3.1 Global Flame Response ...................................................... 70 

4.4 Flame Dynamics ...................................................................................... 74 

4.5 Local Analysis Based on POD Analysis ................................................. 78 

4.6 Conclusions ............................................................................................. 85 

CHAPTER 5 SELF-EXCITED THERMOACOUSTIC INSTABILITY ......................... 87 

5.1 Experimental Configuration .................................................................... 88 

5.1.1 Combustor ........................................................................... 88 

5.1.2 Diagnostics.......................................................................... 90 

5.1.3 Flow Control ....................................................................... 90 

5.2 Operating Conditions............................................................................... 91 

5.3 Experiment Results .................................................................................. 92 

5.3.1 Flame Structure ................................................................... 92 

5.3.2 Pressure Oscillation ............................................................ 92 

5.3.3 Flame Structure and Dynamics ........................................... 96 

5.3.4 Rayleigh Index Analysis ..................................................... 99 

5.4 Self-excited Thermoacoustic Instability Modeling ............................... 101 

5.4.1 Basic modeling equations ................................................. 101 

5.4.2 1D Model .......................................................................... 102 

5.4.3 Transfer Matrix for the Sections without Flame ............... 103 

5.4.4 Transfer Matrix Considering the Flame............................ 104 

5.4.5 Boundary Conditions ........................................................ 106 

5.4.6 Temperature Distribution .................................................. 107 

5.4.7 Determination of n and  .................................................. 112 

5.4.8 Simulation Results ............................................................ 114 

5.4.9 Discussion ......................................................................... 117 

5.5 Conclusions ........................................................................................... 117 

CHAPTER 6 SUMMARY AND FUTURE WORK ...................................................... 119 

6.1 Summary................................................................................................ 119 

6.2 Future Work........................................................................................... 122 

REFERENCES ............................................................................................................... 123 



www.manaraa.com

xi 

 

APPENDIX A ................................................................................................................. 130 

APPENDIX B ................................................................................................................. 132 

  



www.manaraa.com

xii 

 

LIST OF TABLES 

 

Table 2.1. Operating conditions ........................................................................................ 30 

Table  3.1. Operating conditions ........................................................................................ 50 

Table 4.1. Operating conditions ........................................................................................ 69 

Table 5.1 Operating conditions ......................................................................................... 91 

Table 5.2 Enthalpy values ............................................................................................... 108 

Table 5.3. Coefficients for ah and bh in equation 5.43 .................................................... 108 

Table 5.4. Calculated flame temperature ........................................................................ 109 

Table 5.5. Values of different variables .......................................................................... 111 

Table 5.6. Values of estimated properties of the flame .................................................. 114 

 

 

 

 

  



www.manaraa.com

xiii 

 

LIST OF FIGURES 

 

Figure  1.1. Profile of the concentration of OH molecules in a low swirl flame 

(simulation (left), experiment (right)). ............................................................. 3 

Figure 1.2. Schlieren images show the case under stable (left) and unstable (right) 

conditions (reproduced from [14]). .................................................................. 8 

Figure 1.3. Instantaneous images of the flame-front (obtained from Mie scattering 

images) and vorticity field (calculated from PIV results) (a) without 

excitation and (b–d) with increasing amplitudes of excitation (reproduced 

from [15]). ........................................................................................................ 9 

Figure 1.4. Snapshots of (a) velocity vectors and heat release from CFD and (b) 

phase-averaged flame surface density images from experiments 

(reproduced from [17]). ................................................................................. 10 

Figure 1.5. The evidence of the processing vortex core in a swirling burner 

(reproduced from reference [27]). .................................................................. 11 

Figure 1.6. The vortex structure of burners without center-body (left, reproduced 

from [1]) and with center-body (right [28]). .................................................. 11 

Figure 1.7. Effects of hydrogen addition on the flame shape and flow field 

(reproduce from [23]). ................................................................................... 12 

Figure 1.8. Velocity field and vorticity isocontours in a combustor perturbed by the 

acoustic forcing with an angular frequency ω = 1600π. The dotted and 

solid vorticity isocontours represent values of ωU0/(r2 - r1) = -0.1 and 

0.1, respectively (reproduced from [30]). ...................................................... 13 

Figure  1.9. Chemiluminescence-emission spectrum from a lean premixed flame 

(reproduced from [1]). ................................................................................... 15 

Figure 2.1. (a) Schematic view of the experiment setup, (b) the detailed geometry of 

the section marked with a dashed box in (a). ................................................. 24 

Figure 2.2. The acoustic chamber. .................................................................................... 25 



www.manaraa.com

xiv 

 

Figure 2.3. Schematic of the OH-PLIF system. ................................................................ 27 

Figure 2.4. The steps of calculating FSD. ......................................................................... 29 

Figure 2.5. Power spectral density (PSD) of OH*. The perturbation levels (PA/Pc) are 

0.3%, 0.3%, and 0.4% in the cases with the frequencies of 61 Hz, 86 Hz, 

and 115 Hz, respectively. ............................................................................... 32 

Figure 2.6. Response of the fundamental OH* oscillation under different levels of 

perturbation. ................................................................................................... 34 

Figure 2.7. Change of the normalized amplitude (OH*h1/OH*mean) of the first 

harmonic oscillation with the perturbation level. (a) f = 61 Hz, (b) f = 86 

Hz, and (c) f = 115 Hz. ................................................................................... 36 

Figure 2.8. The phase-averaged FSD at the perturbation frequency of 61 Hz and the 

pressure of 0.1 MPa (left) and 0.3 MPa (right). ............................................. 38 

Figure 2.9. The phase-averaged FSD at the perturbation frequency of 85 Hz and the 

pressure of 0.1 MPa (left) and 0.3 MPa (right). ............................................. 39 

Figure 2.10. The phase-averaged FSD at the perturbation frequency of 115 Hz and 

the pressure of 0.1 MPa (left) and 0.3 MPa (right). ....................................... 40 

Figure 2.11. The instantaneous OH-PLIF images of the cases with different 

perturbation frequencies: (a) f = 61 Hz, (b) f = 86 Hz (c) f = 115 Hz at 

phase angles of 15° and 135°. ........................................................................ 41 

Figure 2.12. Local flame surface density oscillation of the cases with f = 115 Hz with 

PA/Pc = 0.4%. ................................................................................................. 42 

Figure 2.13. Local flame surface density oscillation of the cases with f = 86 Hz with 

PA/Pc = 0.3%. ................................................................................................. 43 

Figure 2.14. Local flame surface density oscillation of the cases with f = 61 Hz with 

PA/Pc = 0.3%. ................................................................................................. 44 



www.manaraa.com

xv 

 

Figure 3.1. A comparison between the mean FSD (with units of mm
-1

) and the mean 

OH* chemiluminescence image (with arbitrary units). ................................. 46 

Figure 3.2. Rayleigh Index maps. (a) The case with a bulk velocity of 10 m/s and a 

forcing frequency of 125 Hz; (b) the case with a bulk velocity of 7.5 m/s 

and a forcing frequency of 127.5 Hz; (c) the case with a bulk velocity of 

5 m/s and a forcing frequency of 125 Hz. ...................................................... 48 

Figure 3.3. logarithm value of PSD of the cases with a bulk velocity of 5 m/s and a 

forcing frequency of 125 Hz. ......................................................................... 51 

Figure 3.4. Rayleigh Index maps of the cases with U = 10 m/s (top), U = 7.5 m/s 

(middle), and U = 5 m/s (bottom). ................................................................. 52 

Figure 3.5. Plots of the local FSD oscillations with a phase of -90 ± 3° with respect 

to the pressure signal: (A) all oscillations (1516 locations), (B) 

fundamental frequency dominated oscillations (715 locations), (C) the 

oscillations with non-fundamental frequency, type 1 (323 locations), (D) 

the oscillations with non-fundamental frequency, type 2 (477 locations) 

(Σl' represents the local FSD oscillation). ...................................................... 54 

Figure 3.6. Scatter-plot of the normalized mode coefficients a1 vs. a2, (Left) P'/Patm 

= 0.37%, (Right) P'/Patm = 0.66%. ................................................................. 55 

Figure 3.7. Phase-averaged FSD oscillation based on -defined phase and pressure-

defined phase, (Top) P'/Patm = 0.37%, (Bottom) P'/Patm = 0.66%. ................ 56 

Figure 3.8. The POD energy spectra obtained from the phase-averaged FSD data of 

the cases with (top) U = 10 m/s, f = 125 Hz; (middle) U = 7.5 m/s, f = 

127.5 Hz; (bottom) U = 5 m/s, f = 125 Hz. .................................................... 57 

Figure 3.9. The first four POD modes of the cases with (top) U = 10 m/s, f = 125 Hz, 

and P'/Patm = 0.55%; (middle) U = 7.5 m/s, f = 127.5 Hz, and P'/Patm = 

0.56%; (bottom) U = 5 m/s, f = 125 Hz, and P'/Patm = 0.53%. ...................... 58 

Figure 3.10. Scatter-plots of the normalized mode coefficients, (First column) U = 10 

m/s, f = 125 Hz, and P'/Patm = 0.55%; (Second column) U = 7.5 m/s, f = 

127.5 Hz, and P'/Patm = 0.56%; (Third column) U = 5 m/s, f = 125 Hz, 

and P'/Patm = 0.53%. ...................................................................................... 58 



www.manaraa.com

xvi 

 

Figure 3.11. Location oscillations (shown as C and D in Figure 3.5) and their 

fundamental and harmonic components obtained with the POD method: 

type 1 (left) and type 2 (right). ....................................................................... 59 

Figure 3.12. The energy percentage curves of the fundamental POD modes................... 61 

Figure 3.13. Energy percentages of the harmonic modes under different levels of 

perturbation. ................................................................................................... 61 

Figure 3.14. The effect of the number of images on uncertainties of the curve fitting 

of the fundamental oscillation (top) and the first harmonic oscillation 

(bottom). ......................................................................................................... 62 

Figure 3.15. Comparison of the amplitude (left in the image) and phase (right in the 

image) maps between 12-phase results and 36-phase results: (a) the local 

fundamental oscillation; (b) the local first harmonic oscillation. .................. 63 

Figure 3.16. Local heat release oscillation amplitude (top) and phase (bottom) maps 

for the cases with U = 10 m/s, and f = 125 Hz............................................... 64 

Figure 3.17. Local heat release oscillation amplitude (top) and phase (bottom) maps 

for the cases with U = 7.5 m/s, and f = 127.5 Hz. .......................................... 65 

Figure 3.18. Local heat release oscillation amplitude (top) and phase (bottom) maps 

for the cases with U = 5 m/s, and f = 125 Hz. ................................................ 65 

Figure 3.19. Maps of the local oscillations (with an R-square threshold of 0.85) with 

the harmonic frequency at (top) U = 10 m/s, f = 125 Hz, and P'/Patm = 

1.07%; (middle) U = 7.5 m/s, f = 127.5 Hz, and P'/Patm = 1.04%; 

(bottom) U = 5 m/s, f = 125 Hz, and P'/Patm = 0.81%. .................................. 66 

Figure 4.1. Logarithm values of the PSD of the pressure (PSDP, with units of Pa
2
/Hz) 

and the PSD of OH* chemiluminescence (PSDOH*, with units of V
2
/Hz): 

(a1) and (a2) show the cases with U = 5.4 m/s and f = 90 Hz; (b1) and 

(b2) show the cases with U = 5 m/s and f = 125.6 Hz. .................................. 71 

Figure 4.2. Global response of the fundamental oscillation to the acoustic 

perturbation with different levels, f = 90 Hz (left), f = 125.6 Hz (right)........ 72 



www.manaraa.com

xvii 

 

Figure 4.3. Global response of the first harmonic oscillation to the acoustic 

perturbation with different perturbation levels: f = 90 Hz (left), f = 125.6 

Hz (right). ....................................................................................................... 74 

Figure 4.4. Phase-averaged FSD images of the cases with different Strouhal 

numbers: (a) St = 0.91, U = 3.5 m/s, P'/Patm = 0.16%; (b) St = 0.64, U = 5 

m/s, P'/Patm = 0.18%; (c) St = 0.5, U = 6.4 m/s, P'/Patm = 0.17%; (d) St = 

0.43, U = 7.5 m/s, P'/Patm = 0.17%; (e) St = 0.32, U = 10 m/s, P'/Patm = 

0.14%. ............................................................................................................ 75 

Figure 4.5. Phase-averaged FSD images of the cases with different Strouhal 

numbers: (a) St = 0.91, U = 3.5 m/s, P'/Patm = 0.66%; (b) St = 0.64, U = 5 

m/s, P'/Patm = 0.78%; (c) St = 0.5, U = 6.4 m/s, P'/Patm = 0.8%; (d) St = 

0.43, U = 7.5 m/s, P'/Patm = 0.84%; (e) St = 0.32, U = 10 m/s, P'/Patm = 

0.75%. ............................................................................................................ 76 

Figure 4.6. Single-shot OH-PLIF images: (top) from the U = 5 m/s cases under no 

acoustic perturbation condition, (bottom) from the 105 degree phase-bin 

of the case with U = 5 m/s, f = 125.6 Hz, and P'/Patm = 0.78%. .................... 77 

Figure 4.7. Local amplitude (left in each image, with units of mm
-1

) and phase (right 

in each image) maps of the fundamental oscillation of the cases with 

different Strouhal numbers: (a) St = 0.91; (b) St = 0.64; (c) St = 0.5; (d) 

St = 0.43; (e) St = 0.32. .................................................................................. 79 

Figure 4.8. Global fundamental oscillations calculated from phase average FSD: 

(left) closed circles stand for Σ'p/ Σmean, open circles denote for Σ'n/ Σmean; 

(right) Σ'total/ Σmean. ......................................................................................... 81 

Figure 4.9. Local amplitude (left in each image, with units of mm
-1

) and phase (right 

in each image) maps of the local first harmonic oscillation: (a) St = 0.91; 

(b) St = 0.64; (c) St = 0.5; (d) St = 0.43; (e) St = 0.32.................................... 83 

Figure 4.10. The local amplitude and phase maps of cases with a perturbation 

frequency of 90 Hz: (a) P'/Patm = 0.47%; (b) P'/Patm = 0.48%; (c) P'/Patm 

= 0.47%; (d) P'/Patm = 0.46%; (e) P'/Patm = 0.47%. ....................................... 84 

Figure 5.1. Schematic view of the experimental configuration. ....................................... 89 



www.manaraa.com

xviii 

 

Figure 5.2. Averaged OH* chemiluminescence images under stable conditions 

(Abele transfer needed). ................................................................................. 92 

Figure 5.3. Power spectral density (PSD) of the pressure oscillation at different tube 

lengths. ........................................................................................................... 93 

Figure 5.4. The pressure oscillation frequency and amplitude. ........................................ 94 

Figure 5.5. Pressure oscillation amplitude and frequency. ............................................... 95 

Figure 5.6. Mean OH* at Lc = 300 mm and 40% H2. ....................................................... 96 

Figure 5.7. Phase averaged OH* at Lc = 300 mm and 40% H2. ....................................... 96 

Figure 5.8. Mean OH* at Lc = 700 mm, 15% H2 (left) and 30% H2 (right). .................... 97 

Figure 5.9. Phase averaged OH* at Lc = 700 mm, 15% H2 (a) and 30% H2 (b). .............. 97 

Figure 5.10. Mean OH* at Lc = 900 mm, 0% H2 (left) and 15% H2 (right). .................... 98 

Figure 5.11. Phase averaged OH* at Lc = 900 mm, 15% H2 and 30% H2. ....................... 98 

Figure 5.12. Rayleigh index maps of cases with different hydrogen concentrations. .... 100 

Figure 5.13. Section distribution. .................................................................................... 102 

Figure 5.14. Heat transfer network. ................................................................................ 109 

Figure 5.15. Definition of the effective lift distance. ...................................................... 113 

Figure 5.16. Detected oscillation modes with different values of n, Lc = 300 mm 

(left), Lc = 1100 mm (right). ........................................................................ 115 

Figure 5.17. Predicted oscillation modes of cases with different chamber lengths (the 

gray area represents the oscillation range detected with experiment). ........ 116 



www.manaraa.com

xix 

 

Figure 5.18. Comparison between simulation and experiment results. .......................... 116 

 

 

 

 



www.manaraa.com

xx 

 

NOMENCLATURE 

 

 Acoustic damping ratio  

 Angular frequency rad/s 

 Specific heat ratio  

 Time delay s 

 Density kg/m
3
 

 Kinematic viscosity m
2
/s 

H Hydrogen percentage % 

Σ Flame surface density mm
-1

 

φ Phase rad 

 

 

�⃗�  Velocity vector  

�̇� Mass flow rate kg/s 

A
-
 Complex amplitude of the upstream traveling wave  

A
+
 Complex amplitude of the downstream traveling 

wave 

 

c Speed of sound m/s 

cp Specific heat at constant pressure  J/(kg·K) 

D Burner inner diameter m 

e Internal energy J/kg 

f Frequency Hz 

g Gravity acceleration m/s
2
 

ℎ̅ Enthalpy kJ/kmol 
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h Convection heat transfer coefficient W/(m
2
·K) 

Hl Effective flame lift distance m 

K Thermal conductivity W/(m·K) 

k Wavenumber m
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Lc Combustor chamber length mm 

lf Flame location m 

M Mach number  

n Flame gain  

Nu Nusselt number  

P' Pressure oscillation amplitude under atmospheric 

condition 

pascal 

p Pressure oscillation pascal 

PA Amplitude of the pressure oscillation under high 

pressure conditions 

pascal 

Patm Atmospheric pressure pascal 

Pc Chamber pressure pascal 

Pr Prandtl number  

q Heat release rate oscillation J/m
3
 

Q Time-dependent heat release rate oscillation J/m
3
 

qA Heat release oscillation amplitude J/m
3
 

r Radius of the tube m 

R
*
 Non-dimensional Rayleigh Index  

Ra Rayleigh number  

Re Reynolds number  

S Cross area of the tube m
2
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ST Turbulent flame speed m/s 
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T Temperature K 

Tb Temperature of the burned gas K 

Tu Temperature of the unburned gas K 
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CHAPTER 1                                                                                                                    
INTRODUCTION 

 

1.1 Background 

Gas turbines are widely used in the electric power industry and transportation 

systems. For example, the electricity generated by gas turbine accounts for 27 percent of 

the total electricity produced in the United States. Unfortunately, gas turbines can 

produce a large amount of nitrogen oxides (NOx) that are a major source of air pollution. 

NOx can cause health and environmental problems and has been strictly regulated by 

emission laws. Great effort has been made by engineers and scientists to achieve the goal 

of an ultra-low level of NOx emission. Because NOx is formed during and after the 

combustion process, the combustor of gas turbines receives intensive attention. Research 

has revealed that there are three main sources of NOx, which include thermal NOx, fuel 

NOx, and prompt NOx. Among these sources, thermal NOx is usually the major 

contributor to the total NOx formation. To inhibit thermal NOx, one of the most efficient 

methods used is decreasing the combustion temperature. When the combustion 

temperature is below 1300 °C, thermal NOx can be significantly reduced.  

Lean premixed combustion is an efficient technique to decrease the combustion 

temperature. The term of 'premixed' means that air and fuel have already been mixed 

before being supplied to the combustor. The term 'lean' indicates that the amount of air in 

the air-fuel mixture exceeds that needed for a stoichiometric reaction. The extra amount 

of air can actually be considered as a diluent, which absorbs the energy of combustion but 

does not contribute to the reaction. Lots of research has successfully demonstrated that by 

using lean premixed combustion, the combustion temperature can be controlled and the 
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NOx emission can be subsequently reduced to an ultra-low level (several ppm). However, 

the application of lean premixed combustion in energy systems is still facing many 

technical challenges. One of the major challenges is thermoacoustic instability, which 

describes the situation that the pressure oscillation in the combustor is unusually high. 

Thermoacoustic instability can cause unsteady operating conditions that are detrimental 

to NOx control. When the pressure oscillation is out of control, the local heat transfer can 

be significantly enhanced and consequently cause device failure [1].  

Thermoacoustic instability results from the coupling between the heat release 

oscillation of the flame and the pressure fluctuation in the acoustic field. Researchers 

have discovered that the acoustic field can gain energy from the flame when the heat 

release oscillation is in phase with the pressure fluctuation. Thermoacoustic instability 

will result once the energy transferred into the acoustic field is larger than the energy 

losses of the acoustic field. 

Because the flame is the only energy source that supports thermoacoustic 

instability, examination on the flame features is critical and necessary to understand the 

instability trend. The most important flame feature created by thermoacoustic instability 

is the heat release oscillation. Although tremendous experimental measurements and 

analytical modeling work have been conducted to examine the heat release oscillation, 

the mechanism of the instability trend is still not fully revealed. 

The global heat release data is usually easy to measure, and it is useful in 

indicating the general instability trend. However, the global heat release result only 

provides limited information to reveal the instability mechanism. It is because that the 
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lean premixed flames, especially turbulent lean premixed flames, always experience a 

significant spatial variation. Figure  1.1 illustrates the examples showing the complex 

flame structure. The variation is related to the complex flame structure, which is caused 

by the highly turbulent and high pressure operating conditions in the combustor. 

Therefore, detailed examination on the local heat release oscillation is necessary to 

understand the global flame behavior and the instability mechanism. Although the local 

flame behavior is critical in understanding the global trend, only a very limited amount of 

work has been done on this topic. This is due to the difficulty of finding reliable 

measurement and data analysis methods. Investigation of both the global and local flame 

behavior can be a promising way to reveal the mechanism of the thermoacoustic 

instability in combustors using lean premixed techniques. 

 

Figure  1.1. Profile of the concentration of OH molecules in a low swirl flame 

(simulation (left), experiment (right)). 

The modeling work of thermoacoustic instability still relies on a simplified heat 

release model without considering flame features. Some successful work is limited to a 
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certain type of burner. It is hard to obtain general conclusion without considering the 

flame features. 

1.2 Objectives and Outlines 

The goal of the current research is to measure and understand the impact of 

thermoacoustic instability on the chemical and flow structures of premixed flames. The 

current research focuses on two topics, which are acoustically perturbed flames and the 

self-excited thermoacoustic instability. The research on the perturbed flame is aiming to 

examine the spatial and temporal variations of the flame. The particular focus is on the 

amplitude and phase of the global heat release rate oscillation, the amplitude and phase of 

the local oscillation, and the flame shape. To obtain the local information, a reliable local 

analysis method needs to be developed. Furthermore, bulk velocity and pressure are 

chosen as the main variables to build the bridge between the lab-scale study (low 

velocity, low pressure) and the realistic operating condition (high velocity, high pressure). 

The study on self-excited instability is for the purpose of understanding the coupling 

between the flame and the acoustical feature of the system. Furthermore, a modeling 

work is carried out to get an insight view of the effect of flame properties on the 

instability trend. 

Chapter 1 will also present a literature review of the thermoacoustic instability 

related to large coherent structures, the effects of pressure on thermoacoustic instability, 

the global and local heat release measurement methods, and the modeling work on 

thermoacoustic instability. Chapter 2 introduces the experimental setup and the analysis 

methods. It gives a detailed description of the flame diagnostic methods that include 



www.manaraa.com

5 

 

photomultiplier (PMT) and the planar laser-induced fluorescence of the hydroxide radical 

(OH-PLIF) method. Furthermore, it also examines the effect of pressure variation on the 

amplitude and phase of the global and local heat release oscillations. Part of the work 

presented in Chapter 2 is reproduced from our paper [2]. Chapter 3 investigates the local 

flame behaviors through Rayleigh criterion and a proper orthogonal decomposition 

(POD) method. Chapter 4 studies the global and local flame responses by changing the 

Strouhal number, which is characterized by the bulk velocity, the inner diameter of the 

burner, and the perturbation frequency. Chapter 4 is modified from our published work 

[3]. Chapter 5 presents an experimental and modeling work on self-excited 

thermoacoustic instability, which aims to understand the effect of flame features on 

thermoacoustic instability. Chapter 6 gives a short summary of the current research and a 

description of some proposed future work. 

1.3 Introduction to Literature Review 

The literature review first presents a general description of the thermoacoustic 

instability. In combustors, the heat release oscillation from the flame is the main source 

that transfers energy to the acoustic field. One common mechanism of heat release 

oscillation is related to the large coherent structures in the flow field. Therefore, the 

second part of the review focuses on the thermoacoustic instability related to the large 

coherent structures. The third part talks about the research of thermoacoustic instability 

under the elevated pressure condition. The fourth part presents the methods of measuring 

the global and the local heat release rate. The final part talks about the modeling work on 

the thermoacoustic instability. 
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1.4 A General Description of Thermoacoustic Instability 

A common method for analyzing the thermoacoustic instability is Rayleigh 

criterion, which states that the thermoacoustic instability tends to be encouraged when the 

pressure oscillation and heat release fluctuation are in phase; otherwise, the instability 

will be damped [4]. The Rayleigh criterion can be expressed in an integral, 

0 
cV

dtdVqp


     ( 1.1) 

where p is the pressure oscillation, q is the heat release oscillation, t is the time, V is the 

volume,  is the period of the oscillation, Vc is the combustor volume. Culick [5] has 

shown analytically that a positive Rayleigh Index indicates that the energy will transfer 

from flame to the acoustic field. The thermoacoustic instability will occur when the 

energy transferred into the acoustic field exceeds the energy losses from the acoustic 

field. Therefore, the energy gaining and damping mechanisms of the acoustic field are 

critical in determining the instability trend. 

The main source that can transfer energy to the acoustic field is the unsteady heat 

release from the flame. The heat release oscillation can be induced by mass flow rate 

oscillation, equivalence ratio oscillation, and large coherent structures [1]. Mass flow rate 

and equivalence ratio oscillations can directly affect the amount of the fuel supplied to the 

system and consequently cause heat release oscillation. They usually result from the 

velocity fluctuation in fuel and air supply lines. Moreover, the insufficient mixing 

between fuel and air can also cause equivalence ratio oscillation [6]. In contrast, the large 
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coherent structure in flow field can induce heat release oscillation by inducing flame 

shape deformation [7]. 

The energy damping/dissipation of unstable acoustic field is related to the heat 

loss due to heat transfer and friction caused by viscous [8]. Furthermore, the energy 

exchange among different acoustic oscillation modes can also cause the energy damping 

of a particular oscillation mode [1]. In real systems, the energy dissipation is still hard to 

quantify with reliable techniques. 

The current study will not focus on the mass flow rate oscillation and equivalence 

ratio oscillation, which play relatively minor roles in affecting the instability trend of lean 

premixed systems. Moreover, the effect of energy damping is out of the current scope. 

The following sections will mainly discuss the heat release oscillation related to coherent 

structures and related diagnostic and modeling work. 

1.5 Heat Release Oscillation Induced by Large Coherent Structures 

1.5.1 Non-swirling Flames 

Non-swirling flames have a relatively simple shape, which gives researchers a 

great advantage in understanding the basic features of thermoacoustic instability. 

Researchers have investigated both self-excited and artificially triggered thermoacoustic 

instability. 

Generally, the coherent structures in non-swirl burners are triggered by the shear 

layer instability [7, 9, 10]. Both low-frequency (< 1000 Hz) and high-frequency (> 1000 

Hz) pressure oscillations have been detected in the self-excited thermoacoustic instability. 
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Low-frequency pressure oscillations are associated with the acoustic modes of the 

combustor. Smith and Zukoski [11] studied the thermoacoustic instability with a two-

dimensional combustor. Notable pressure oscillations can be detected when large 

coherent structures generate with the frequency that is close to the acoustic mode. A 

similar phenomenon is also described by Candel [12] and Schadow et al. [13]. High-

frequency pressure oscillations are directly related to the vortex shedding process. Rogers 

and Marble [14] show that high-frequency pressure pulses can be directly generated by 

the coupling between vortex formation and combustion. The phase delay between vortex 

formation and flame oscillation is critical in determining the oscillation trend. Figure 1.2 

shows Schlieren images indicating that the large coherent structures are formed under the 

unstable conditions.  

 

Figure  1.2. Schlieren images show the case under stable (left) and unstable (right) 

conditions (reproduced from [14]). 

The method of using artificial perturbation is also widely used to study the 

thermoacoustic instability. Using a two-dimensional dump combustor, Mcmanus et al. [9] 

demonstrate that the vortex-induced heat release oscillation depends on the forcing 

frequency and amplitude. However, limited by the diagnostic technique, detailed 
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information about flame is not provided in the early stage of the study. Until in recent 

years, the local flame structure can be examined in detail with the development of using 

the laser in flame measurement. Shanbhogue et al. [15] used Mie scattering and PIV to 

show that artificial acoustic perturbation can induce vortices, which cause the flame 

shape deformation (shown in Figure 1.3). 

 

Figure  1.3. Instantaneous images of the flame-front (obtained from Mie scattering 

images) and vorticity field (calculated from PIV results) (a) without excitation and (b–d) 

with increasing amplitudes of excitation (reproduced from [15]). 

Balachandran et al. [16] studied the flame response to acoustic perturbation with a 

circular bluff-body combustor. The flame response to velocity oscillation is found to be 

nonlinear, which is closely related to the flame roll-up process induced by the vortex 

formed in the shear layer. The flame-vortex interaction has been further examined with 

simulation conducted by Armitage at al. [17]. One of the results is illustrated in 
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Figure 1.4 to show the flame shape deformation induced by vortices formed in the shear 

layer.  

 

Figure  1.4. Snapshots of (a) velocity vectors and heat release from CFD and (b) phase-

averaged flame surface density images from experiments (reproduced from [17]). 

1.5.2 Swirling Flames 

Because gas turbines widely use swirl burners to stabilize the flame, a 

considerable amount of work has been conducted on the thermoacoustic instability of 

swirling flames. For swirling flow, the problem is more complex because of the 

appearance of the helical and centrifugal instability [18, 19]. The swirl number, the 

burner geometry, and the operation condition can all impact the type of coherent 

structures [20], which subsequently affects the way of the flame deformation. 

Both experimental and numerical studies have shown that the swirl number is one 

of the most important parameters that affect the type of vortex [18, 21, 22]. For burners 

with a swirl number less than 0.6, ring-like vortices are often detected once the system is 

unstable [23, 24]. It is because the vortex is still mainly induced by shear layer instability. 

As a result, the flame oscillation is usually quasi-symmetric around the center of the 
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burner [25]. In contrast, helical vortices are commonly formed in high swirl burners [24, 

26, 27], which can cause asymmetric flame front oscillation. One of the examples 

showing the helical oscillation is shown in Figure 1.5. 

 

Figure 1.5. The evidence of the processing vortex core in a swirling burner (reproduced 

from reference [27]). 

The type of the coherent structure is also dependent on the burner geometry, even 

for the burners with similar swirl numbers. As shown in A large eddy simulation of GE 

LM6000 combustor injector shows ring-like coherent structures in low swirl (Swirl 

number = 0.56) flow [1], whereas helical structures are found in the simulation of a 

centerbody swirling injector with a swirl number of 0.44 [28].  

 

Figure  1.6. The vortex structure of burners without center-body (left, reproduced from 

[1]) and with center-body (right [28]).  
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Operating condition is another factor that impacts the vortices behavior. For the 

same swirl burner, semi-symmetric toroidal vortices dominate the flow in the cases with 

low power and high equivalence ratios; otherwise, helical coherent structures play a 

governing role [29]. 

 

Figure  1.7. Effects of hydrogen addition on the flame shape and flow field (reproduce 

from [23]). 

Moreover, the variation of the fuel property can change the flame structure, which 

subsequently affects vortex behaviors. Davis, et al. [23] found that hydrogen addition 

could significantly change the flame shape and consequently change the movement of the 

vortex. As shown in Figure 1.7, for pure methane flame, the flame is attached to the 

chamber wall, so the vortex is trapped below the flame edge. In contrast, the flame size 

decreases when hydrogen is added, and there is no flame-wall interaction. As a result, the 
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vortex can travel through the gap between the flame brush and the wall, which 

consequently induced a more intense flame oscillation. 

 

Figure  1.8. Velocity field and vorticity isocontours in a combustor perturbed by the 

acoustic forcing with an angular frequency ω = 1600π. The dotted and solid vorticity 

isocontours represent values of ωU0/(r2 - r1) = -0.1 and 0.1, respectively (reproduced 

from [30]). 

In addition to examining naturally occurring vortex-related combustion instability, 

the acoustic perturbation is also frequently applied to study swirling flames. O’Connor 

and Lieuwen have shown that vortices can be triggered by acoustic forcing [30] (shown 

in Figure 1.8). The behavior of coherent vortices is found to be sensitive to the 

perturbation frequency, the perturbation type, and the perturbation level. Vortex induced 

flame oscillation is only found in a certain frequency range [25, 31]. The vortices formed 

in the shear layer shrink in size when perturbation frequency increases in both non-

reacting and reacting flows [30]. An experiment with a stratified swirl burner 

demonstrates that the flame rollup is only found in the high-frequency perturbation cases 

with a sufficient strength [32]. The longitudinal forcing can inhibit the asymmetric 

r1 
r2 
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oscillations in the flame [33], whereas the transverse perturbation still causes symmetric 

oscillation [30]. 

Some experimental work successfully inhibited the thermoacoustic instability 

with the knowledge that the flame-vortex interaction is critical in triggering the 

instability. Therkelsen, et al. [34] has demonstrated that the use of a divergent quarl can 

significantly inhibit the pressure oscillation in the combustor. It is because the quarl can 

destroy the formation of the vortex in the shear layer. Paschereit [35], et al.  changed the 

pilot burner geometry to stabilize the vortex breakdown location, which consequently 

eliminated the thermoacoustic instability that used to happen during engine start-up. 

Moreover, work of Meadows and Agrawal shows that the acoustic oscillation can be 

weakened by adding a porous inert at the recirculation region, which prevents the 

formation of large coherent structures. 

1.6 Thermoacoustic Instability Study under Elevated Pressure Conditions 

General studies on the effect of pressure on lean premixed flame show that 

pressure can directly cause flame wrinkling [36] and change the turbulent burning 

velocity [37]. The pressure is always elevated in gas turbine combustors, so it is 

necessary to examine the effect of pressure on heat release oscillation. However, the 

research on unstable flame under elevated pressure conditions is still very limited. 

The elevated pressure can affect the vortex formation mechanism. Using a dual-

swirl burner, Boxx et al. [38] show that the processing vortex core, which appears in the 

atmospheric condition, cannot be detected when the pressure is elevated to 5 bar. Bunce 

et al. [39] and Cheung et al. [40] examined the effect of pressure on the flame transfer 
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function (FTF), which is defined as the ratio between the normalized heat release 

oscillation and the normalized artificial perturbation. Both of them conclude that pressure 

only has a limited effect on the general trend of the FTF. However, the amplitude and 

phase of the heat release oscillations at particular frequencies can be significantly 

changed. It implies that the elevated pressure can play a critical role in determining the 

instability trend. Yun [41] studied the effect of pressure elevation on the thermoacoustic 

instability of a low swirl burner. The Rayleigh criterion analysis shows that the flame-

acoustic coupling is still Strouhal number dependent. 

1.7 Diagnostic Methods of Heat Release Rate 

1.7.1 Global Heat Release Rate Measurement 

For lean premixed flames, the most common method of global heat release 

measurement is using OH*, CH*, or CO2* chemiluminescence (here the * represents the 

electronically excited state) [42]. 

 

Figure  1.9. Chemiluminescence-emission spectrum from a lean premixed flame 

(reproduced from [1]). 
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Figure  1.9 shows the spectrum of the chemiluminescence from a lean premixed 

flame [42]. The wavelength of OH* is centered at 309 nm, whereas the wavelength of 

CH* is centered at 431 nm. CO2* exists in a broadband range (350 – 600 nm). OH* is 

produced by the reaction CH + O2 → CO + OH* [43], CH* is from the reaction C2H + O 

→ CH* + CO, and CO2* is generated from the reaction CO + O + M → CO2* + M [44]. 

The chemiluminescence signal can be acquired by the photomultiplier tube (PMT) 

equipped with a narrow-band optic filter [32, 45]. The chemiluminescence of different 

radicals can also be recorded with the camera equipped with optic filters [43, 46]. The 

sampling rate of the chemiluminescence is only dependent on the rate of the device, 

which can be easily above 10 kHz. It gives a good time resolution of the heat release 

oscillation. 

1.7.2 Local Heat Release Rate Measurement 

The local heat release measurement is more difficult than the global one because 

of the complex structure of flames. The non-intrusive measurement is the only way to 

obtain the local heat release information. The local heat release rate is dependent on the 

local equivalence ratio, the local temperature, local turbulence level and strain rates, etc. 

[44, 47]. Therefore, careful attention should be paid when the local information is needed. 

Line-of-sight measurement of OH* or CH* chemiluminescence with the camera is 

widely used to obtain the quasi-local information. With the assumption that the flame is 

symmetric, Abel transform can be applied to chemiluminescence images to obtain the 

local information [6, 45, 48]. Although the chemiluminescence measurement is simple, 

the line-of-sight method is not appropriate when the flame oscillation is asymmetric. 
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To directly capture local flame information, the planar laser-induced fluorescence 

(PLIF) method is often employed to acquire a cross-sectional view of the flame. The 

PLIF system uses the laser beam to excite the interested electronic absorption in specific 

species. The electronically excited state of the species is not stable. When the species 

change from the excited state back to a lower electronic state, it will emit fluorescence. 

The emitted fluorescence can be subsequently captured with cameras equipped with 

band-filtered lens [49]. 

Direct heat release measurement using simultaneously CH2O and OH PLIF is 

believed to be an accurate method to obtain the local heat release rate [16, 47]. It is 

because that the reaction of CH2O and OH (CH2O + OH  HCO + H2O) is the main 

source for producing HCO, which is closed related to the heat release. When the 

temperature variation is not significant, the product of the CH2O and OH fluorescence is 

proportional to the reaction rate. However, this measurement method needs two 

independent laser systems, which is complicated and expensive. 

Another common PLIF methods used for studying unsteady flame is OH-PLIF 

[50]. OH is a radical that participates in many critical reactions in hydrocarbon flames. 

However, OH fluorescence intensity cannot be directly used to represent the local heat 

release rate because of its long-life characteristic [47, 51]. However, it has been 

experimentally proven that OH-PLIF can be utilized to reasonably identify the flame 

front based on the OH fluorescence gradient [43, 52]. Once the flame front is detected, 

flame surface density (FSD), which is directly related to the local mean heat release rate, 

can be obtained [53-57]. It has been shown with chemiluminescence and direct local heat 
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release imaging (simultaneous OH and CH2O PLIF) measurements that FSD can 

qualitatively represent the mean local heat release rate [16, 43, 58]. 

In recent years, benefited from the development of high-speed lasers, measures on 

high-speed local heat release rate have been conducted to examine the heat release 

oscillation with high time-resolution. Allison et.al. [55] concluded that the flame surface 

density calculated from high-speed CH2O PLIF can not only capture the dominant 

oscillation frequency but also the local heat release distribution. 

The work on local heat release measurement is based on 1D or 2D diagnostic 

methods. Three-dimensional (3D) diagnostic methods are developed in recent years for 

3D flame structure measurement [59]. Although 3D measurement shows some promising 

results of the flame structure, its reliability still needs more data to support. In the future, 

it can be predicted that reliable 3D diagnostic method can significantly prompt the 

understanding the relationship between flame structure and heat release rate. 

1.8 Thermoacoustic Instability Modeling 

Numerical and analytical work on thermoacoustic instability is also essential to 

understand the problem. The analytical work provides models to demonstrate the general 

thermoacoustic features under simplified conditions. In contrast, computational Fluid 

Dynamics (CFD) methods are used to consider complex combustor geometries, high-

turbulent and high-pressure operating conditions, and detailed chemical reactions. 

Limited by the current research scope, the review will only focus on the analytical work 

on thermoacoustic instability. Based on the heat release model, there are roughly two 

types of approach toward analytical modeling. The first one neglects the flame structure 
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and treats the flame as a flat surface, whereas the other considers the simplified flame 

structure. 

1.8.1 Modeling Work with a Minor Consideration of the Flame Structure 

There are two types of modeling work that ignore the detailed flame structure; one 

is the zero-dimensional model (a Helmholtz resonator), and the other one is one-

dimensional that only considers the longitudinal mode. 

The zero-dimensional model works with the assumption that: 1) the flow is one-

dimensional and incompressible, 2) the gas is inviscid and behaves as an ideal gas, 3) all 

variables in the control volume has negligible variations [8, 60]. The governing equation 

for the model is [8], 

dt

qd

V
p

dt

pd

dt

pd 




 1

2 2

2

2 
     ( 1.2) 

where p is the pressure oscillation, t is the time,  is the damping ratio,  is the angular 

frequency, q is the heat release rate oscillation,  is the ratio of the specific heats, and V 

is the volume of the combustor. This model is useful for combustors whose inlet and 

outlet are connecting with small-size ducts [8, 61]. 

The flat flame assumption is widely used in the one-dimensional (1D) 

thermoacoustic analysis. 1D model has been proven to be efficient in detecting the 

acoustic modes associated with the combustor geometry [62]. In the 1D model, the flat 

flame is simplified further to a point. The 1D analysis is modified from the 1D acoustic 

model by considering the effect of heat addition on the acoustic feature of combustors. 

Poinsot, et. al. [7, 63] used a 1D model to calculate the acoustic modes of the combustion 
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system. Although the heat release from the flame is not directly modeled in their work, 

they considered the effect of flame on the system by including the temperature gradient. 

Their work demonstrated that the classical acoustic model could still capture the 

dominant acoustic modes. Dowling and Stow [64] have shown that the heat release 

oscillation q(x,t) can be introduced to the 1D model with the form, 

)lx(Q)t,x(q f       ( 1.3) 

where Q is the time-dependent heat release oscillation and lf is the flame location. They 

also demonstrate that the temperature gradient induced by flame needs to be considered 

to capture the instability trend. 

The heat release oscillation can be related to velocity oscillation by a popular n-τ 

model [63], 

     ( 1.4) 

where �̇� is the heat release rate per unit volume, n is the flame gain that is related to 

oscillation amplitude, and  is the time delay between heat release oscillation and velocity 

fluctuation. 

The advantage of Helmholtz resonator and 1D models is their fast response. 

However, a reliable prediction with these models needs accurate information of the flame 

gain (n) and time delay (), which need detailed tests of the flame transfer function (FTF). 

The FTF is known to be closely related to the flame structure, which is sensitive to the 

burner geometry, the fuel type, the operating condition, et al. Unfortunately, it is 
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extremely difficult to test the FTF under practical operating conditions. To solve this 

problem, the heat release oscillation models considering flame structure oscillation are 

developed to give an insight view of the flame oscillation mechanism. 

1.8.2 Modeling Working Considering the Flame Structure 

The most successful work on flame shape oscillation is related to the laminar 

flame [65-68]. The success of the modeling work on laminar flames is credited with the 

application of G-equation to compute the flame front movement. The G-equation stands 

for is defined as [69], 

     ( 1.5) 

where the flame front position is defined as 𝐺(𝑥 , 𝑡) = 0, �⃗�  represents the flow field, and 

SL is the laminar burner velocity of the flame. For laminar flames that have a relatively 

simple shape, the equation of 𝐺(𝑥 , 𝑡) = 0 can be accurately defined. As a result, the FTF 

computed with G-equation models shows an excellent agreement with the experiment 

result [65]. 

Since a successful application of the G-equation in laminar flames, turbulent 

flame modeling employed the similar idea with the consideration of the effect of 

turbulence [21, 70]. However, the modeling work on turbulent flame is still facing many 

challenges. One of the most significant challenges is the determination of the local 

turbulent burning velocity, which could experience significant spatial variation because it 

is affected by the local turbulence intensity, the local temperature field, and the local 
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equivalence ratio, et al. [71]. In fact, there is still no reliable model for computing the 

turbulent burner velocity of lean premixed flames. 

Another limitation of the working using G-equation analysis is that it mainly 

focuses on the linear flame response to pressure oscillations.  However, the nonlinear 

flame behavior caused by large-scale structures in the flow field is still not fully 

examined. Since the flame-vortex interaction is heavily dependent on the flow field, LES 

is still playing the dominant role in the relative research [28]. 
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CHAPTER 2                                                                                                                          
EFFECT OF THE ELEVATED PRESSURE ON THE FLAME RESPONSE TO 

ACOUSTIC PERTURBATION 

 

In this chapter, we investigated effects of the elevated pressure on the local and 

the global flame responses to acoustic perturbation. One of the major challenges faced by 

thermoacoustic instability research is that the practical systems are operating under high-

pressure conditions, whereas most laboratory study is under the atmospheric condition. 

The elevated pressure can significantly change flame characteristics; for example, the 

flame front wrinkling is enhanced under the high-pressure condition. Unfortunately, there 

are only a few studies on thermoacoustic instability under elevated pressure conditions. 

The current study focuses on the effect of the elevated pressure on the global and local 

flame oscillation features induced by acoustic perturbation. 

2.1 Experimental Configuration 

The experimental system is schematically shown in Figure 2.1. The major part of 

the system is an acoustic chamber that enables perturbation of the flame with the 

designed frequency and amplitude. Figure 2.1 also shows the flow control system and the 

diagnostic facilities. 

2.1.1 Acoustic Chamber 

The photo of the acoustic chamber is illustrated in Figure 2.2. The acoustic 

chamber comprises a vertical part and a horizontal part. The vertical chamber has a height 

of 1850 mm and an inner diameter of 300 mm. Three electrically adjustable valves that 

are located at the downstream of the chamber can adjust the chamber pressure. A low 

swirl burner (LSB) is mounted to the bottom of the vertical chamber. Quartz windows 



www.manaraa.com

24 

 

used for optical measurement are installed in the wall near the bottom of the vertical 

chamber. 

 

(a) 

 

(b) 

Figure 2.1. (a) Schematic view of the experiment setup, (b) the detailed geometry of the 

section marked with a dashed box in (a). 

 

Four loudspeakers, which are mounted in the horizontal chamber, are used to 

supply in-phase acoustic perturbation from the downstream of the burner. During the test, 

a signal generator generated a continuous sinusoidal signal that inputs to a power 
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amplifier, which powers the four speakers with the designed frequency and amplitude. 

With the symmetric layout shown in Figure 2.1, the pressure oscillation near the burner is 

approximately a longitudinal wave with a minor variation in the radial direction. 

Moreover, the frequency used in the current research is relatively low (< 120 Hz), which 

results in a long wavelength (> 2 m). Considering the flame length (~ 5 cm) is much 

shorter than the pressure wavelength, the spatial variation of the pressure oscillation near 

the flame is assumed to be small and negligible. During the tests, the nitrogen gas from 

liquid nitrogen tank was used to prevent overheating of the speaker. 

 

Figure 2.2. The acoustic chamber. 

2.1.2 Burner and Flow Control System 

The LSB, which is designed by Robert Cheng from Lawrence Berkeley National 

Laboratory, is used in the current research. The LSB has a swirl number of 0.5 and an 

inner diameter of 25.4 mm. It has been shown experimentally that this burner is capable 
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of ultra-low NOx operation (several ppm) [72]. In contrast to high swirl burners that 

stabilize combustion by recirculating hot burnt gas, low swirl burners stabilize the flame 

with a divergent flow field [73]. 

Air and fuel (methane) flows are controlled with Hastings flow controllers with an 

accuracy of 0.2% of full scale plus 0.5% of reading values. Before entering the burner, air 

and methane are premixed in a pipe containing a 50 mm-thick layer of small metal balls 

followed by a honeycomb mesh. In the current study, fuel and air are considered as fully 

mixed, so the equivalence ratio oscillation is neglected. Co-flow, with a velocity of 

approximately 1 m/s, is provided near the chamber wall to supply thermal shielding for 

the chamber and to dilute the combustion products downstream of the testing region. 

2.1.3 Diagnostic Methods 

A piezoelectric pressure sensor (PCB 106B) is installed in the chamber wall, at a 

position of 127 mm above the plate on which the LSB is mounted. The pressure 

oscillation is measured with a sampling rate of 20 kHz. 

The global heat release rate is indicated with the OH* chemiluminescence 

captured by a photomultiplier tube (PMT) (Hamamatsu H8249-101) equipped with an 

bandpass ultraviolet (UV) filter (308 ± 10nm). The sampling rate of the PMT is 20 kHz to 

ensure a good time-resolution of the OH* chemiluminescence data. 

The current study used an OH-PLIF technique to examine the local flame 

features. Figure 2.3 shows the OH-PLIF system, a Nd:YAG laser (Continuum Powerlite 

9010), which supplies a 532 nm beam at 10 Hz, is used to pump a dye laser (Continuum 

ND6000) to product a 564 nm beam. Finally, a ultraviolet (UV) beam with a wavelength 

of 283 nm is used for exciting the A-X(1, 0) band of OH radical. The energy of the UV 
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beam in use is approximately 30 mJ/pulse. An ICCD (Intensified Charge-coupled Device) 

camera (Princeton Instruments) equipped with a narrow bandpass filter (312.6 nm  10 

nm) is utilized to capture the distribution of OH radicals. The ICCD camera is set to 

capture images in an 80 mm × 80 mm region with a resolution of 512 × 512 pixels. In the 

data analysis process, only a 60 mm × 80 mm region is used because the flame length is 

less than 60 mm in the current tests. The ICCD camera is set to take pictures with an 

average frequency of 3 Hz and a gate time of 150 ns. The gate pulse signal from the 

camera is recorded simultaneously with the pressure signal. 

 

Figure 2.3. Schematic of the OH-PLIF system. 

2.2 Data Analyzing Methods 

2.2.1 Phase-average Method 

To capture the oscillation trend of the flame, the diagnostic method usually needs 

a good time-resolution. For example, if the oscillation frequency is around 125 Hz, the 

measurement should have at least a sampling rate of 250 Hz to capture the oscillation 

trend. However, the current local measurement only has a rate of 3 Hz that is impossible 

to capture the oscillation independently. Therefore, a phase-averaged method is used with 

the assistance of the pressure signal to examine the flame oscillation. 

Experimental System - Imaging 

Nd:YAG Laser 

Dye Laser 
Doubler 

564 nm 

532 nm 

ICCD Camera 
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The most important assumption of this method is that the dominant flame features 

are dependent on the phase angle of the pressure. Therefore, averaging all images at the 

same phase angle of the pressure can capture the dominant flame oscillation trend. In the 

current study, the camera gate signal and the pressure signal were saved simultaneously. 

The phase angle of each image can subsequently be determined by calculating the phase 

angle at which the image was captured. 

2.2.2 Flame Surface Density 

The OH fluorescence intensity is weakly related to the local heat release rate 

because OH radicals can be found in both the flame front and the burnt gas [30, 31]. 

However, OH-PLIF images can be used to detect the flame front, which can subsequently 

be used to calculate the flame surface density (FSD) that is directly related to the local 

mean heat release rate [13, 32, 33]. 

Figure 2.4 shows the steps of calculating FSD. The edge of the flame was first 

detected by a Canny method provided in Matlab Figure 2.4(a). The detected edges were 

then filtered with OH fluorescence and OH gradient thresholds that were set as 45% and 

45% of the corresponding maximum values, respectively Figure 2.4(b-d). The local flame 

surface density was then calculated with a procedure similar to that described in Lee’s 

work [43]. At different locations in the flame, the flame length in a small window (10 × 

10 pixels, approximately 1.6 mm ×1.6 mm) was first calculated. The local FSD was then 

computed by dividing the total flame length in the window by the window area. With the 

simultaneously captured camera gate time and pressure signals, the phase angle of each 

image with respect to the pressure signal was determined. The FSD images were then 
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distributed to each 30-degree-wide phase bin, which results in approximately 200 images 

in each phase bin. Finally, the results in each phase bin were averaged to create a phase-

averaged image Figure 2.4(e). 

 

Figure  2.4. The steps of calculating FSD. 

2.2.3 Local Analysis 

The phase-averaged method and flame surface density are employed to obtain the 

local heat release rate distribution, and following that, a simple curve fitting method to 

compute the oscillation amplitude and phase of the local heat release rate. The current 

fitting sinusoidal functions applied to the phase-averaged FSD results are 

)tfsin(A)tfsin(A 222111 22   , where A, f, and φ represent the amplitude, the 
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frequency, and the phase of the local oscillation, respectively. The subscripts 1 and 2 

denote the fundamental mode and the first harmonic mode, respectively. A Gauss-

Newton method was utilized to find the best curve fitting coefficients based on the least 

square rule. In the current study, the uncertainty of the fundamental mode is less than 8%, 

whereas the uncertainty of the harmonic mode is no larger than 20%. 

2.3 Operating Conditions 

The operating conditions are listed in Table 2.1, in which 0.1 MPa stands for the 

atmospheric pressure.  

Table 2.1. Operating conditions 

Pressure 

(MPa) 
Forcing frequency (Hz) PA/Pc (%) 

0.1 

61 0.03 - 0.58 

86 0.02 - 0.56 

115 0.03 - 0.51 

0.2 

61 0.03 - 0.55 

86 0.05 - 0.37 

115 0.04 - 0.59 

0.3 

61 0.05 - 0.48 

86 0.04 - 0.33 

115 0.02 - 0.43 

0.4 

61 0.03 - 0.34 

86 0.04 - 0.32 

115 0.03 - 0.24 
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In all tests, the equivalence ratio and the bulk velocity were kept at 0.7 and 3 m/s, 

respectively. The prior work of Huang [31] and Kang [74] demonstrates that the flame 

shows different scales of shape deformation when the frequency changes in the range of 

40 Hz – 135 Hz. Therefore, the current study chose three different forcing frequencies, 

which are 61 Hz, 86 Hz, and 115 Hz, to ensure the flame front experienced a notable 

deformation. The forcing amplitude increased until the global flame response shows 

nonlinear behaviors. The forcing amplitude (PA/Pc) is calculated by normalizing the 

amplitude of the pressure fluctuation (PA) with the chamber pressure (Pc). 

2.4 Results 

2.4.1 Global Flame Response 

The OH* chemiluminescence signals were processed with the fast Fourier 

transform (FFT) method. In the current study, the flame fluctuation was induced by the 

artificial acoustic perturbation. The power spectral density (POD) was calculated with the 

Welch method to determine the dominant oscillation frequencies. 

Figure 2.5 shows the PSD of the OH* signal and the phase-averaged OH* results. 

The frequency resolution is 0.05 Hz. It can be seen in Figure 2.5 that all cases have a 

strong mode at the perturbation frequency. Therefore, the perturbation frequency (f) is 

referred to as the fundamental frequency in the following sections. It can also be detected 

that the spectrum contains not only the fundamental mode but also the harmonic modes. 

A low-frequency mode (approximately 5.6 Hz) with an unchanging amplitude (-1 (a. u.)) 

can also be detected in all cases. It is related to the breathing mode of the burner, which 

depends on the bulk velocity and the burner geometry. Because the perturbation level is 
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very low (< 0.6% of the mean pressure), the amplitude of the breathing mode shows a 

comparable level with that of the fundamental mode. 

 

Figure 2.5. Power spectral density (PSD) of OH*. The perturbation levels (PA/Pc) are 

0.3%, 0.3%, and 0.4% in the cases with the frequencies of 61 Hz, 86 Hz, and 115 Hz, 

respectively. 

The phase-averaged curves of OH* demonstrates that all cases are affected by 

harmonic oscillations, which are relatively strong in the cases with a forcing frequency of 

61 Hz. It can also be noticed that the oscillation curves are similar in the cases with the 

same frequency even when the ambient pressure changes. 
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According to the work of Culick [5], the instability trend can be analyzed based 

the Rayleigh criterion, 

0
1

0
  V

dtdvqpR



    ( 2.1) 

where t is the time and  is the period, V is the volume, p' and q' are the pressure 

oscillation and the heat release fluctuation, respectively. According to the OH* power 

spectrum, q' can be expressed as, 





n

i

iii,A )tfsin(qq
1

2    (i = 1, 2, …, n)   ( 2.2) 

where qA,i, fi, and i are the amplitude, the frequency, and the phase of the i
th

 mode, 

respectively. In the current test, p' showed a quasi-sinusoidal oscillation with the 

fundamental frequency because the pressure oscillation is only induced by loudspeakers. 

Therefore, p' can be approximately expressed as PA·sin(2πft + φ), where PA is the 

oscillation amplitude and φ is the phase. Under this condition, only the component of q' 

with the fundamental frequency can contribute to the integral for calculating the Rayleigh 

Index. It implies that the fundamental heat release oscillation plays a critical role and 

needs a detailed examination. However, harmonic modes also need to be studied because 

they may affect the fundamental mode by sharing energy. 

Figure 2.6 shows the effects of the perturbation level on the phase and the 

normalized amplitude (OH*f/OH*mean) of the fundamental mode. Using the pressure 

signal as the reference, the phase is defined as the phase difference between the processed 

OH* and pressure signals. 
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Figure 2.6. Response of the fundamental OH* oscillation under different levels of 

perturbation. 

When f = 61 Hz, the curves of the oscillation amplitude show nonlinear trends in 

all cases. It can be seen in Figure 2.6(a) that the normalized amplitude increases with the 

pressure when PA/Pc > 0.2%. Figure 2.6(b) illustrates that the phase increases with the 

increasing perturbation level and the pressure. Figure 2.6(c) and Figure 2.6(d) 
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demonstrate the cases with f = 86 Hz. Similar to the cases with f = 61 Hz, the curves of 

the normalized amplitude also experience nonlinear changes. The pressure only has a 

minor influence on the normalized amplitude when PA/Pc < 0.15%, whereas the curves of 

the amplitude tend to diverge when the forcing amplitude is sufficiently high. The 

normalized amplitude initially increases when the pressure rises from 0.1 MPa to 0.2 

MPa; then it decreases with the increasing pressure. Figure 2.6(d) illustrates that the 

dependence of the phase on pressure has a similar trend to that of the amplitude. When f = 

115 Hz, the phase rises approximately monotonically with the pressure, which is similar 

to that shown in the cases with f = 61 Hz. The normalized amplitude shown in 

Figure 2.6(e) increases approximately linearly with the perturbation level, whereas only a 

weak nonlinear trend can be detected at 0.2 MPa when PA/Pc > 0.4%. In general, both the 

phase and the normalized amplitude increase with the pressure when f = 115 Hz. 

Figure 2.7 shows the dependence of the amplitude of the first harmonic mode on 

the perturbation level. The amplitude is normalized by the mean value of the OH* of the 

corresponding case. Figure 2.7(a) displays that when f = 61 Hz, the curves of the 

amplitude show similar trends when PA/Pc < 0.2%, whereas the trend is more complex 

when the pressure increases further. It is related to the complex flame front deformation 

which will be discussed in a later section. In contrast, Figure 2.7(b) shows that the curves 

of the amplitude are approximately identical when PA/Pc < 0.3%. Figure 2.6(c) 

demonstrates that when the forcing frequency is 115 Hz, the strength of the harmonic 

oscillation increases with the pressure when the perturbation level is sufficiently high. 
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Figure 2.7. Change of the normalized amplitude (OH*h1/OH*mean) of the first harmonic 

oscillation with the perturbation level. (a) f = 61 Hz, (b) f = 86 Hz, and (c) f = 115 Hz. 

The global analysis shows that both of the fundamental and the harmonic 

oscillations are affected by the pressure. For the lean premixed flames, the heat release 

oscillation is closely associated with the flame front deformation. Therefore, the 

examination of the behavior of flame is necessary, and it is analyzed through flame 

dynamics. 

2.4.2 Flame Dynamics 

Six cases, which are in or close to the nonlinear region shown in Figure 2.6, were 

chosen as representatives. The flow direction is from the bottom of the image to the top. 

Figure 2.8 shows the phase-averaged FSD images of the cases with f = 61 Hz. The 

general mean flame shapes show that the bottom of the flame becomes more intense 
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when the pressure is elevated. The general flame deformation trends are similar in both 

cases. However, the pressure can significantly change the flame shape at particular phase 

angles. For example, when Pc = 0.3 MPa, the figure at the phase angle of 15° shows 

intense local heat release in the center of the flame, whereas only weak heat release exists 

in the center region when the pressure is 0.1 MPa. Two instantaneous OH-PLIF images 

are shown in Figure 2.11(a) to explain the detected difference. Figure 2.11(a) shows that 

the flame front at 0.3 MPa can propagate further downstream in the center region. It is 

most likely related to the enhanced flame wrinkling [75] and the movement of convex 

flame front [36]. The change of the flame shape consequently leads to the global phase 

shift. Moreover, flame rollup can be noticed in both Pc = 0.1 MPa and Pc = 0.3 MPa 

cases. According to the work of Davis, et al. [23], the vortex triggered by the acoustic 

perturbation could be the reason causing the flame roll-up in the current study. 

Figure 2.9 illustrates that the pressure also significantly changes the mean flame 

shape when f = 86 Hz. At phase angles of 135° to 195°, the 'wing-like' mean flame shapes 

at 0.1 MPa change to evenly distributed shapes at 0.3 MPa. As shown in Figure 2.11(b), it 

is still induced by the more wrinkled flame front under the elevated pressure condition. 

Furthermore, the flame roll-up, which occurs at 0.1 MPa, is weakened at 0.3 MPa. 

When f = 115 Hz, Figure 2.10 shows that the flame roll-up has a relatively small 

scale. In the range of 195° - 315°, the flame is more condensed, and its length is reduced 

under the elevated pressure condition. Figure 2.11(c) shows that it is because the flame 

front is more wrinkled; however, the front has not moved far downstream. 
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Figure 2.8. The phase-averaged FSD at the perturbation frequency of 61 Hz and the 

pressure of 0.1 MPa (left) and 0.3 MPa (right). 

By comparing Figure 2.8 and Figure 2.9, an approximately 90-120° delay can be 

found between the flame rollup processes shown in the cases with f = 61 Hz and f = 86 

Hz. For example, when f = 61 Hz, the flame roll-up ends at approximately 135°, whereas 

a similar phenomenon happens at a phase angle of 255° when f = 86 Hz. Furthermore, 

Figure 2.6(b) and Figure 2.6(d) illustrate that the global phases of the corresponding cases 

also show a phase delay with a similar scale. It has been demonstrated in Figure 2.6(d) 

that the heat release oscillation tends to be out-of-phase with the pressure oscillation 

when f = 86 Hz, whereas Figure 2.6(b) and Figure 2.6(f) show that the heat release 

oscillation is approximately in phase with the pressure fluctuation when f = 61 Hz and 
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115 Hz. By considering the effect of the pressure on the amplitude of the fundamental 

oscillation shown in Figure 2.6(a), (c), and (e), it can be concluded that the effect of 

pressure on the oscillation amplitude is more likely related to by the phase-delay. Once 

the pressure and the perturbation level are high enough, the pressure tends to inhibit the 

fundamental oscillation when the heat release oscillation is out-of-phase with the pressure 

oscillation; otherwise, the pressure tends to amplify the fundamental oscillation. 

 

Figure 2.9. The phase-averaged FSD at the perturbation frequency of 85 Hz and the 

pressure of 0.1 MPa (left) and 0.3 MPa (right). 
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Figure 2.10. The phase-averaged FSD at the perturbation frequency of 115 Hz and the 

pressure of 0.1 MPa (left) and 0.3 MPa (right). 

2.4.3 Local Flame Response 

Although the results illustrated in Figure 2.5 show that the harmonic mode plays a 

minor role, there could be intense local harmonic oscillations that affect the local 

fundamental oscillation. Furthermore, it has been demonstrated in the work of Kim [32] 

and Balachandran [16] that participation of the first harmonic oscillations can affect the 

fundamental oscillation trend by sharing the energy. Therefore, it is necessary to examine 

the harmonic modes. Limited by the phase resolution of the phase-averaged FSD results, 

only the fundamental and the first harmonic modes were analyzed. 
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Figure 2.11. The instantaneous OH-PLIF images of the cases with different perturbation 

frequencies: (a) f = 61 Hz, (b) f = 86 Hz (c) f = 115 Hz at phase angles of 15° and 135°. 

Figure 2.12, Figure 2.13, and Figure 2.14 demonstrate the maps of the amplitude 

and the phase of the local oscillations. When f = 61 Hz, Figure 2.12 shows that the 

amplitude maps of the fundamental oscillation have a two-layer structure that is separated 

by a near-zero amplitude region (node region). The upper layer is intensified when the 

pressure increases, which is the result of the extended reaction region shown in the phase-

averaged FSD images (Figure 2.8 (a)). The local harmonic oscillations, which have 

comparable amplitudes with that of the fundamental mode, can also be detected in the 

node region. When the pressure is elevated, the strength of the local harmonic oscillation 
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has not been significantly changed, whereas the local phase distribution shows a notable 

difference. 

 

Figure 2.12. Local flame surface density oscillation of the cases with f = 115 Hz with 

PA/Pc = 0.4%. 

When f = 86 Hz, Figure 2.13 illustrates that the local amplitudes in different layers 

are comparable at 0.1 MPa, whereas the upper layer is broadened and weakened at Pc = 

0.3 MPa. Furthermore, the phase distribution (especially that in the center region) can 

quantitatively show that the flame at f = 86 Hz oscillates out-of-phase with the flame at f 

= 61 Hz. It can also be noticed that the local harmonic oscillations are relatively weak and 

mainly exist near the bottom of the flame. With a minor effect of the local harmonic 

oscillation, the pressure affects the global fundamental oscillation mainly by changing the 
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phase and the amplitude distribution of the local fundamental oscillation. When f = 115 

Hz, Figure 2.14 shows that the amplitude of the local fundamental oscillation has a 

similar distribution in both low and high-pressure conditions. A node region separating 

the upper and lower layer can be found under the low-pressure condition, whereas the 

node region is smaller when the pressure rises. Meanwhile, the harmonic oscillations are 

even weaker than the prior cases. 

 

Figure 2.13. Local flame surface density oscillation of the cases with f = 86 Hz with PA/Pc 

= 0.3%. 

In all cases shown in local oscillation maps, a node region exists between the two 

layers found in the fundamental amplitude maps. This can happen in two situations. The 

first one is when the intense harmonic oscillations dominate the local oscillation, which 
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can be shown in the cases with f = 61 Hz. The other one is when the flame oscillates 

mildly around its neutral region, in which the heat release experiences near-zero changes. 

As shown in local oscillation maps, the strength of the local harmonic oscillation is 

closely associated with the scale of the flame rollup. The intense local harmonic 

oscillations, whose amplitudes are greater than 0.15 mm
-1

, mainly exist in the node region 

shown in the local amplitude maps of the cases with f = 61 Hz and f = 86 Hz. When f = 

115 Hz, only relatively weak harmonic oscillations can be detected. 

 

Figure 2.14. Local flame surface density oscillation of the cases with f = 61 Hz with PA/Pc 

= 0.3%. 
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2.5 Conclusions 

The current work examined the effects of pressure variation on the flame response 

to the acoustic perturbation with different frequencies. In the cases with perturbation 

frequencies of 61 Hz and 115 Hz, the heat release oscillation is found to be approximately 

in phase with the pressure fluctuation. In these two cases, the elevated pressure amplified 

the fundamental oscillation and changed the phase to a higher value. In contrast, when the 

pressure was sufficiently high, the elevated pressure tended to inhibit the fundamental 

oscillation in the cases with f = 86 Hz, at which the heat release oscillation was 

approximately out-of-phase with the acoustic perturbation.  

Analysis of flame dynamics and local flame structures showed that the phase 

difference among different cases was caused by the delay in the different types of flame 

roll-up. The elevated pressure can increase flame front wrinkles. However, the influence 

of the pressure on flame propagation is strongly phase-dependent. In general, the pressure 

affected the strength and the distribution of the local fundamental and the local harmonic 

oscillations. Furthermore, the effect of the pressure on the distribution was larger than 

that on the strength, which could be the main way through which the pressure affected the 

global heat release oscillation. 
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CHAPTER 3                                                                                                                
EXPERIMENTAL STUDY THE LOCAL FLAME FEATURES CREATED BY 

ACOUSTIC PERTURBATION 

 

In this chapter, the effects of the acoustic perturbation level on the local flame 

features, such as the local heat release rate oscillation, are examined. This chapter 

presents the analysis methods employed in the current research for a modified local 

analysis with a proper orthogonal decomposition (POD) method, which aims to reduce 

the number of images needed for calculating low-uncertainty local oscillation 

information. The results are mainly demonstrated with Rayleigh Index maps and the 

maps of the local oscillation amplitude and phase. 

3.1 Data Analyzing Method 

The experimental configuration is the same as the one described in Chapter 2. All 

tests were under the atmospheric condition. This section will only describe the data 

analysis methods used in Chapter 3. 

 
Figure  3.1. A comparison between the mean FSD (with units of mm

-1
) and the mean OH* 

chemiluminescence image (with arbitrary units). 
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3.1.1 Flame Surface Density 

The flame surface density was calculated based on the method introduced in 

Chapter 2. To ensure there is no significant difference between FSD images and OH* 

chemiluminescence images that are commonly used to show the flame shape, a 

comparison was made between the mean images obtained these two methods. Figure 3.1 

shows a comparison example of a case with U = 5 m/s and f = 125 Hz. 

3.1.2 Rayleigh Criterion Analysis 

In the current study, q' is assumed to be proportional to FSD oscillation. 

Subsequently, a local non-dimensional Rayleigh Index (R
*

x,y) is defined as a discrete 

form, 
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where (Σx,y)' is the local FSD oscillation of the i
th

 phase, P'i is the pressure oscillation of 

the i
th

 phase, N is the number of phases, PRMS is the root mean square of the pressure 

oscillation, and Σ̅ is the averaged flame surface density. With the discrete form, the local 

Rayleigh Index can be calculated pixel by pixel. In the results, a positive value represents 

that local instability tends to be encouraged. In contrast, if local instability tends to be 

damped, the regions are marked with negative values. The absolute value of R
*

x,y, positive 

R
*

x,y, and negative R
*

x,y
 
are subsequently referred to as coupling intensity, positive 

coupling, and negative coupling, respectively. 

Typical Rayleigh Index maps are illustrated in Figure 3.2 as examples, which 

show shaped patterns called coupling structures or coupling regions. In Figure 3.2, the 

zero (0) on the bottom edge represents the center of the burner, whereas the zero (0) on 
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the left edge denotes the outlet of the burner. It also shows that the Rayleigh Index 

distribution is quasi-symmetric around the centerline of the burner. 

 

Figure 3.2. Rayleigh Index maps. (a) The case with a bulk velocity of 10 m/s and a 

forcing frequency of 125 Hz; (b) the case with a bulk velocity of 7.5 m/s and a forcing 

frequency of 127.5 Hz; (c) the case with a bulk velocity of 5 m/s and a forcing frequency 

of 125 Hz. 

3.1.3 POD Analysis 

The POD method used in the current study can be represented by an equation 

modified from Holmes’ book [76], 
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where 
k


is the vector extracted from the k

th
 phase-averaged FSD image, mean


 is the 

vector extracted from the mean FSD image, 
k


is the difference between 

k


 and mean


, λ 

is the eigenvalue, and αk is the coefficient used to calculate the modes. αk can be obtained 

by finding the eigenvalues of the correlation matrix with equation (3.5). The role of the 

POD mode φi is determined by its energy percentage, which is calculated from 

eigenvalues, 




k

i
i




                                                      (3.6) 

where ηi is the energy percentage of the i
th

 mode. The mode with larger eigenvalues 

contains more oscillation energy and subsequently plays a more important role in the 

global behavior. 

3.1.4 Operating Conditions 

As demonstrated in Kang’s work [25], the change in the coupling structures is 

well represented by the wavenumber, which is proportional to the number of the coupling 

structures distributing along the flame edge. When perturbation frequency increases, the 

wavenumber shows both linear and nonlinear trends. In the current study, only the linear 

zone was examined because the nonlinear zone is related to more complex vortex 

behavior, and is not in the scope of the current work. 

Prior work with the LSB has already examined the effects of the forcing 

frequencies on flame behavior at a constant perturbation level [25, 31].  As an extension, 
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the current work aims to examine the effects of the perturbation level on the low swirl 

flame with fixed perturbation frequencies. 

Table  3.1. Operating conditions 

U (m/s) Equivalence Ratio 

�̇�𝐴𝑖𝑟 

 (g/s) 

 �̇�𝑀𝑒𝑡ℎ𝑎𝑛𝑒 

(g/s) 

f (Hz) 

P'/Patm 

(%) 

10 m/s 0.85 5.44 0.27 125 ± 0.6 0.25  ̶  1.07 

7.5 m/s 0.85 4.08 0.203 127.5 ± 0.6 0.06  ̶  1.04 

5 m/s 0.85 2.72 0.135 125 ± 0.6 0.07  ̶  0.81 

 

All test cases are listed in Table 3.1. The equivalence ratio is 0.85 for all cases. It 

can be noted that the range of forcing amplitudes varies in different cases. It is because 

that the dissipation rate of the acoustic power in the chamber changes with the 

perturbation frequencies. 

3.2 Results 

3.2.1 Pressure Spectrum 

For the system using acoustic perturbation, it is important to verify that speakers 

are the only source that triggers the pressure oscillation. The pressure power spectral 

density (PSDP) results of two cases are shown in Figure 3.3 to illustrate the leading 

modes at different forcing levels. It can be seen that the forcing frequency dominates the 

response of the chamber in both the lowest and highest perturbation conditions. Although 

harmonic modes can be detected at strong forcing conditions, they are approximately two 
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orders lower than that of the primary modes, so they are a minor factor. The acoustic 

forcing level is represented by the percentage of the forcing amplitude (P') to the 

atmospheric pressure (Patm). 

 

Figure 3.3. logarithm value of PSD of the cases with a bulk velocity of 5 m/s and a 

forcing frequency of 125 Hz. 

3.2.2 Rayleigh Index Maps 

Figure 3.4 shows the effects of perturbation level on the Rayleigh Index maps 

when the bulk velocity changes. The left border of each image is the centerline of the 

burner outlet, whereas the bottom border is just above the outlet of the burner. The range 

of the colorbar is adjusted to give a better view of the coupling structures.  

As the forcing level increases, similar coupling structures appear in the 10 m/s 

cases. It is also apparent that when the forcing amplitude rises, the intensity and clarity of 

the coupling structures increase. In all cases shown in Figure 3.4, the negative coupling 
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regions lie just adjacent to the positive coupling regions, and this phenomenon has 

previously been observed in the work of Huang [28]. 

 

Figure 3.4. Rayleigh Index maps of the cases with U = 10 m/s (top), U = 7.5 m/s 

(middle), and U = 5 m/s (bottom). 

Figure 3.4 also shows the Rayleigh Index maps for the cases with a bulk velocity 

of 7.5 m/s. In contrast to the coupling structures shown in cases with U = 10 m/s, 

periodically distributed coupling structures with different signs are found when U = 7.5 

m/s. These coupling structures are believed to be the result of the flame front 

deformations induced by the local vortex, which is the result of the shear layer instability 

triggered by the acoustic perturbation. In cases where U = 7.5 m/s, the coupling structures 
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not only vary in their intensity and size but also change their locations with forcing level. 

For example, the largest positive coupling region expands towards the bottom of the 

flame when the forcing level increases. This upstream-shifting trend is believed to be 

caused by the upstream movement of the vortex when the acoustic perturbation is 

enhanced [78]. 

It is also shown in Figure 3.4 that the number of coupling structures increases 

further when the bulk velocity decreases to 5 m/s. It is believed to result from a further 

decrease in the vortex convection velocity. Similar to the results seen in the cases with U 

= 10 m/s and U = 7.5 m/s, the coupling structures increase in size and intensity when the 

perturbation level rises. Nevertheless, different from the cases with U = 7.5 m/s, the 

distribution of the coupling structures is relatively stable at U = 5 m/s.   

The Rayleigh Index maps confirm that the local instability trend shows a 

significant variation. They provide general information about the local coupling between 

local heat release rate and pressure oscillation. However, the local heat release rate 

oscillation, which is important in understanding the local instability trend, is still not fully 

demonstrated. The next section will discuss several methods used for calculating the local 

heat release rate oscillation. 

3.3 Local Analysis of Heat Release Rate 

3.3.1 Curve Fitting Method with Raw Phase-averaged FSD 

As a first attempt, a curve fitting method that uses two sinusoidal functions 

A1·Sin(1·t + 1) + A2·Sin(2·t + 2)  (where A1 and A2 represent the amplitude, 1 and 2 

represent the period, and 1 and 2 denote phase) was applied to the phase-averaged FSD 

data. However, this method will introduce a high uncertainty because of the appearance 
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of harmonic oscillations. A case with U = 5 m/s and P'/Patm = 0.44% is used as an 

example.  

 

Figure 3.5. Plots of the local FSD oscillations with a phase of -90 ± 3° with respect to the 

pressure signal: (A) all oscillations (1516 locations), (B) fundamental frequency 

dominated oscillations (715 locations), (C) the oscillations with non-fundamental 

frequency, type 1 (323 locations), (D) the oscillations with non-fundamental frequency, 

type 2 (477 locations) (Σl' represents the local FSD oscillation). 

Figure 3.5A shows the plots all of the local oscillations (1516 locations) with a 

phase angle of -90 ± 3° and a dominant frequency of 125 Hz. As seen in Figure 3.5B, 

only 715 (47.2%) locations show approximately single-frequency oscillations. 

Figure 3.5C and Figure 3.5D show non-fundamental frequency oscillations, where the 

energy provided by the acoustic perturbation is split between frequencies. This implies 

that the non-fundamental frequency oscillations could play an important role in the local 

flame response. Therefore, it is necessary to examine the behavior of the fundamental and 

non-fundamental frequencies separately. Although the regular curve fitting can capture 

the general trend observed at an individual location, the global contribution of each 

oscillation is difficult to compute. Furthermore, the noise in the raw data makes it 

difficult to obtain accurate curve fitting results. For example, the uncertainty in the 
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computed value of the non-fundamental frequency is higher than 30% at approximately 

40% of locations. 

To address these problems, the first option is to replace the pressure-based phase-

averaged method with a new phase-averaged method to capture single-frequency 

oscillations, whereas the other is to decompose the current pressure-based phase-averaged 

results into single-frequency oscillations. In the current research, the POD method is used 

to capture the single-frequency oscillations and estimate their role in the global trend. 

3.3.2 Determination of the Phase Angle of the Image with the POD Method 

The POD method was first applied to the time series of FSD images to obtain the 

POD-based phase without considering the pressure signal. 300 images were used in a 

single case. With the method described in the work of M. Stöhr [79] and K. Oberleithner 

[80], the phase of each image was detected from the scatter plots of the normalized mode 

coefficients shown in Figure 3.6. 

 

Figure 3.6. Scatter-plot of the normalized mode coefficients a1 vs. a2, (Left) P'/Patm = 

0.37%, (Right) P'/Patm = 0.66%. 
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Once the phase was defined, the FSD images were distributed to a 30-degree-wide 

phase bin. The POD-based phase-averaged results were then compared with the pressure-

based results and the comparison is shown in Figure 3.7. It shows that the phase obtained 

from POD does not always match with that of the pressure-based method. This implies 

that the phase defined with POD is not closely coupled to the pressure information, which 

is critical in the current analysis. Nevertheless, the desire to confidently identify the 

structures present at the dominant frequencies motivates the need for a modified analysis 

technique that can identify the structures at the frequencies of interest. 

 

Figure 3.7. Phase-averaged FSD oscillation based on -defined phase and pressure-defined 

phase, (Top) P'/Patm = 0.37%, (Bottom) P'/Patm = 0.66%. 

3.4 Application of POD method on Phase-averaged FSD Results 

As an alternative, a phase-averaged (POD) method was proposed to provide a 

means of extracting the relevant structures that occur at a selected frequency with a phase 

angle defined by the pressure signal. It is known that the phase-averaged process filters 

other types of oscillation and highlights the oscillation with the 'chosen' frequency. This 
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may cause problems when all oscillation features are needed. However, the current flame 

oscillation is mainly induced by the acoustic perturbation, so the phase-averaging process 

will not lose the main oscillatory information. Consequently, the POD method is 

configured so that the key features, which are contained in the dominant modes 

underlying the original POD method, are unchanged, whereas the mode coefficients 

(eigenvalues) are re-normalized. As the POD method is applied to the phase-averaged 

results, the natural image-to-image noise level can also be reduced by filtering out the 

low-energy modes. 

 

Figure 3.8. The POD energy spectra obtained from the phase-averaged FSD data of the 

cases with (top) U = 10 m/s, f = 125 Hz; (middle) U = 7.5 m/s, f = 127.5 Hz; (bottom) U 

= 5 m/s, f = 125 Hz. 
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Figure 3.9. The first four POD modes of the cases with (top) U = 10 m/s, f = 125 Hz, and 

P'/Patm = 0.55%; (middle) U = 7.5 m/s, f = 127.5 Hz, and P'/Patm = 0.56%; (bottom) U = 5 

m/s, f = 125 Hz, and P'/Patm = 0.53%. 

 

Figure 3.10. Scatter-plots of the normalized mode coefficients, (First column) U = 10 

m/s, f = 125 Hz, and P'/Patm = 0.55%; (Second column) U = 7.5 m/s, f = 127.5 Hz, and 

P'/Patm = 0.56%; (Third column) U = 5 m/s, f = 125 Hz, and P'/Patm = 0.53%. 

Figure 3.8 shows the energy spectra for cases with different velocities. It can be 

seen that the first two modes take most (approximately 70%) of the energy. Figure 3.9 
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illustrates the first four POD modes. The negative sign indicates that the value is less than 

the local mean value, whereas a positive sign represents that the value is higher than the 

local mean value. Regular structures can be detected in modes 1 and 2 in all three cases. 

On the other hand, modes 3 and 4 illustrate only regular structures in the cases when U = 

7.5 m/s and U = 5 m/s. 

 

Figure 3.11. Location oscillations (shown as C and D in Figure 3.5) and their 

fundamental and harmonic components obtained with the POD method: type 1 (left) and 

type 2 (right). 

Figure 3.10 shows the normalized mode coefficients. By comparison with 

Lissajous curves [81], it can be concluded that modes 1 and 2 represent the oscillation 

with the fundamental frequency (the perturbation frequency). In contrast, modes 3 and 4 

when U = 5 m/s and 7.5 m/s denote the oscillations with the first harmonic frequency, 

whereas the case in which U = 10 m/s contains a relatively weak harmonic oscillation. 
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Therefore, modes 1 and 2 are referred to as the fundamental modes. Modes 3 and 4 are 

called harmonic modes, even though the harmonic oscillation could be easily 

overwhelmed by noise under low-level perturbation conditions. With the POD method, 

the local oscillation can be easily decomposed into fundamental and harmonic 

components. Figure 3.11 shows the decomposed results of the same cases shown in 

Figure 3.5C and D. It can be seen that the POD results can be used to confidently identify 

the fundamental and the harmonic components. 

3.4.1 Energy of POD Modes 

As discussed in the work of K.T. Kim [32], the participation of harmonic 

oscillation could be a reason that is responsible for the nonlinear flame behavior. 

Therefore, the energy proportions of the fundamental and harmonic modes are used to 

qualitatively illustrate their role in global oscillation. It is known that the phase-averaged 

process highlights the 'chosen' frequency. Therefore, the trend, rather than the absolute 

value, of the energy percentage is the useful information. Figure 3.12 shows the curves of 

the energy percentage of the fundamental modes. All curves initially increase with the 

rising perturbation amplitude. When the perturbation level increases further, the energy of 

the fundamental mode tends to saturate when U = 10 m/s, whereas the fundamental mode 

is weakened at U = 5 m/s and U = 7.5 m/s. 

In contrast, Figure 3.13 shows the energy percentages of the harmonic modes 

under different levels of perturbation. The change in the energy percentage of the 

harmonic modes is illustrated to be dependent on the bulk velocity. When the 

perturbation level is not sufficiently high, all three curves decrease with increasing 

perturbation level because the noise in the harmonic modes is inhibited. However, when 
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the perturbation level increases further, the percentage curve remains stable with 

fluctuations when U = 10 m/s; in contrast, the percentage curves of the other two cases 

show an increasing trend, which indicates an increasing role in the global oscillation. This 

can be an indicator that the harmonic frequency oscillations can absorb part of the 

oscillation energy and result in the nonlinear behavior of the fundamental frequency 

oscillation. 

 

Figure 3.12. The energy percentage curves of the fundamental POD modes. 

 

Figure 3.13. Energy percentages of the harmonic modes under different levels of 

perturbation. 
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3.4.2 Uncertainty Analysis 

Energy analysis shows that the first four modes take most (approximately 90%) of 

the energy. Therefore, these four modes were chosen as the dominant modes, whereas 

other modes were considered as the 'noise' that plays a minor role. A single sinusoidal 

function A1·Sin(ω1·t + θ1) was then applied to each reconstructed result to calculate the 

period, the amplitude, and the phase of the local oscillation. 

An example was shown with cases at U = 5 m/s (P'/Patm = 0.66%). The number of 

images was increased by a step of 300 until it reaches 4500. The effect of the number of 

images on uncertainty is shown in Figure 3.14, which indicates that the uncertainty for 

fundamental oscillation is acceptable. However, the uncertainty of identifying the 

harmonic oscillation is high. In contrast, once the POD method is applied to filtered out 

the low-energy modes that contain noise, Figure 3.14 shows that the uncertainty drops 

significantly. 

 

Figure 3.14. The effect of the number of images on uncertainties of the curve fitting of 

the fundamental oscillation (top) and the first harmonic oscillation (bottom). 
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Figure 3.15. Comparison of the amplitude (left in the image) and phase (right in the 

image) maps between 12-phase results and 36-phase results: (a) the local fundamental 

oscillation; (b) the local first harmonic oscillation. 

The accuracy of the current method is also verified by comparing with the 36-

phase bin result. Figure 3.15 shows a comparison between a 12-phase (1200 images) 

result and a 36-phase (4500 images) result. Good similarities are found in the maps of 

both fundamental and harmonic oscillations. It shows that 12-phase results with 1200 

images are sufficient to capture the key characteristics of the local oscillation. 

3.5 Local Analysis Based on POD Analysis 

For the fundamental oscillation, a threshold of the coefficient of determination (R-

squared) is set as 0.9 to filter out the relatively poor fitting results. In the phase maps, 

values between -3π/2 and -π/2 can result in negative coupling, whereas phases between -

π/2 and π/2 will induce positive coupling. The forcing level (P'/Patm) of each case is 

located in the upper-left corner of each image. 

Figure 3.16 shows the local amplitude and phase maps when U = 10 m/s. When 

perturbation level is less than 0.78%, the amplitude maps demonstrate two oscillation 

layers separated by a node region that is similar to the flame shape. Meanwhile, a 
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boundary can be detected between the positive and negative coupling phases around the 

same location where the node exists. Phase distributions with similar shapes can be 

detected under different levels of forcing. When the perturbation level is sufficiently high, 

the out-layer of the flame is no longer continuous, and a similar phenomenon can be 

detected in the phase maps. Moreover, it can be noticed that the negative coupling phase 

region is weaker than the positive coupling phase region. 

 

Figure 3.16. Local heat release oscillation amplitude (top) and phase (bottom) maps for 

the cases with U = 10 m/s, and f = 125 Hz. 

Figure 3.17 illustrates the local results when U = 7.5 m/s. At the initial stage of 

perturbation (P'/Patm = 0.15% and 0.24%), the amplitude maps demonstrate a similar 

shape to the cases when U = 10 m/s. Nevertheless, an additional oscillation region forms 

near the flame bottom under high-level perturbation conditions (P'/Patm = 0.81% and 

1.04%). In contrast, phase maps illustrate periodically distributed regions. Another 

important feature found when U = 7.5 m/s is the weakening downstream oscillation under 

high-level perturbation conditions (P'/Patm = 0.81% and 1.04%). 
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Figure 3.17. Local heat release oscillation amplitude (top) and phase (bottom) maps for 

the cases with U = 7.5 m/s, and f = 127.5 Hz. 

 

Figure 3.18. Local heat release oscillation amplitude (top) and phase (bottom) maps for 

the cases with U = 5 m/s, and f = 125 Hz. 

Figure 3.18 shows the local results when U = 5 m/s. The maps show a bent node 

region that separates two oscillation layers shown in the amplitude maps when P'/Patm > 
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0.44%. Different from previous cases that experience significant shape change, phase 

maps in the current case illustrate a similar shape in all cases. Nevertheless, in each phase 

map, the types of phase distribution upstream and the downstream of the flame are 

different. In the upstream region with a vertical position less than approximately 3 cm, 

the phase periodically varies in each oscillation layer, whereas the downstream phase 

mainly changes vertically. 

 

Figure 3.19. Maps of the local oscillations (with an R-square threshold of 0.85) with the 

harmonic frequency at (top) U = 10 m/s, f = 125 Hz, and P'/Patm = 1.07%; (middle) U = 

7.5 m/s, f = 127.5 Hz, and P'/Patm = 1.04%; (bottom) U = 5 m/s, f = 125 Hz, and P'/Patm = 

0.81%. 

Beyond the amplitude and phase maps of the fundamental-frequency oscillation, 

three local harmonic oscillation maps, shown in Figure  3.19, were chosen to illustrate the 

key features. It can be noticed that the strong harmonic oscillations mainly exist in the 



www.manaraa.com

67 

 

cases with a relatively low bulk velocity. Furthermore, the harmonic oscillations mostly 

exist near the node region found in the amplitude maps of the fundamental oscillations. 

When U = 7.5 m/s because the flame oscillation is weakened in the downstream portion 

of the flame, the harmonic oscillations are also significantly weakened. 

3.6 Conclusions 

The current study uses the Rayleigh criterion and a POD method to examine the 

thermoacoustic features, which are related to the acoustic perturbation level, of the low 

swirl flame. 

Rayleigh criterion analysis illustrates that the perturbation level plays an 

important role in determining the intensity and shape of the coupling structures. In all 

cases, the local Rayleigh Index distribution shows a significant spatial variation. To 

quantify the effects of local heat release on the local flame-acoustic coupling, a POD 

method was proposed to decompose the phase-averaged FSD into fundamental and 

harmonic oscillation. The POD-based local analysis has been proven to be efficient in 

inhibiting the data noise and capturing the dominant oscillation mode. Results show that 

the fundamental oscillation dominates the flame response, whereas the harmonic 

oscillation affects the flame response by sharing oscillation energy. 

The POD method is not limited to the LSB but is applicable in other cases when 

the sinusoidal pressure oscillation information can be identified. Consequently, the 

current method can be useful in capturing accurate spatial information for thermoacoustic 

instability in flames. More generally, theoretical and numerical work can also benefit 

from better understanding of the spatial behavior of flame fluctuations. 
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CHAPTER 4                                                                                                                     
EFFECTS OF THE STROUHAL NUMBER ON THE LOCAL AND GLOBAL 

FLAME RESPONSES TO ACOUSTIC PERTURBATION 

 

One of the challenges faced by the study of thermoacoustic instability is that the 

real system is operating under high-velocity (~ 70 m/s), which is hard to achieve for the 

laboratory study. The Strouhal number (St) is expected to be the key non-dimensional 

parameter that can match low-velocity and high-velocity results. The Strouhal number is 

defined as St = fD/U, where f is the oscillation frequency, D is the characteristic 

dimension, and U is the bulk velocity. In fact, the Strouhal number is widely used in 

combustion instability modeling to characterize the flame oscillation. However, there is 

still very limited experimental study on verifying the reliability of using Strouhal number. 

Moreover, the role of Strouhal number is closely related to the flame shape deformation, 

which implies that a local analysis is necessary to fully examine whether the Strouhal 

number can characterize the flame oscillation or not. In the current study, the local flame 

features (such as the local heat release rate oscillation) are examined together with the 

global flame behaviors (for example, the global heat release rate oscillation) to 

understand the flame oscillation behavior of cases with different Strouhal numbers. This 

study used the same experimental configuration as the one described in Chapter 2. 

4.1 Data Analyzing Methods 

Both pressure and OH* chemiluminescence data were processed with a Fast 

Fourier Transfer (FFT) method to detect the dominant oscillation frequency. OH* 

chemiluminescence captured with a PMT was employed to indicate the global heat 

release rate. The phase-averaged FSD was employed to obtain the local heat release rate 

distribution, which is used for flame structure demonstration. The current work used 12 
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phase bins with approximately 100 images in each phase bin. Moreover, the POD method 

described in Chapter 3 was still used in the current study to reduce the image number 

used to calculate the amplitude and phase of local heat release oscillation. 

4.2 Operating Conditions 

In the current study, the Strouhal number used in the current research was defined 

as, 

U

fD
St       ( 4.1) 

where f is the perturbation frequency of the speaker, U is the bulk velocity in the burner, 

and the inner diameter of the LSB (D) is chosen as the characteristic length. 

Table 4.1. Operating conditions 

Forcing Frequency U (m/s) Strouhal Number 
P'/Patm 

(%) 

90 Hz 

2.5 0.91 0.06  ̶  0.71 

3.6 0.64 0.06  ̶  0.72 

4.6 0.5 0.06  ̶  0.63 

5.4 0.43 0.05  ̶  0.65 

7.2 0.32 0.04  ̶  0.56 

125.6 Hz 

3.5 0.91 0.06  ̶  0.7 

5 0.64 0.1  ̶  0.8 

6.4 0.5 0.06  ̶  0.86 

7.5 0.43 0.12  ̶  0.84 

10 0.32 0.12  ̶  0.86 
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Table 4.1 shows all test conditions. In the tests, the Strouhal number is changed 

by varying the bulk velocity while keeping the perturbation frequency is the same. The 

overall experimental uncertainty is estimated to be less than 3%. Due to the dissipation 

rate of the acoustic power changes with the perturbation frequencies, the range of the 

forcing amplitude varies in different cases. When the input power is the same, the cases 

with the forcing frequency closer to the natural frequency of the chamber, which is 

around 125 Hz, have a relatively wider range. 

4.3 Results 

4.3.1 Global Flame Response 

Figure 3.3 illustrates the Power Spectral Density (PSD) results of pressure and 

OH* signals. When there is no acoustic perturbation, there are no strong narrow-band 

oscillations can be detected in the heat release oscillation, except the low-frequency (< 20 

Hz) oscillations caused by the breathing mode of the burner. It implies that there is no 

detectable flame oscillation resulting from the chamber modes. Once the perturbation is 

applied, both the pressure and the flame signals show a narrow-band mode at the 

perturbation frequency, which is referred to as the fundamental frequency in later 

sections. Moreover, harmonic modes can also be detected in pressure and flame 

oscillations. However, the amplitude of the harmonic pressure oscillation in all cases is 

less than 9 Pa, which is calculated from FFT results. It is too weak to induce the harmonic 

oscillations found in the current test, because the pressure oscillation needs to be higher 

than 40 Pa to induce a detectable flame oscillation. Figure 3.3(a2) shows that the relative 

strength of the first harmonic oscillation to the fundamental oscillation is relatively 
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weaker than that in the case shown in Figure 3.3(b2), which will be discussed in later 

sections. 

 

Figure 4.1. Logarithm values of the PSD of the pressure (PSDP, with units of Pa
2
/Hz) and 

the PSD of OH* chemiluminescence (PSDOH*, with units of V
2
/Hz): (a1) and (a2) show 

the cases with U = 5.4 m/s and f = 90 Hz; (b1) and (b2) show the cases with U = 5 m/s 

and f = 125.6 Hz. 

The fundamental mode of flame oscillation is examined firstly. Figure 4.2 shows 

the normalized amplitude (OHf/OHmean), the phase, and the gain of the fundamental 

oscillation at different perturbation levels. The gain is defined as, 

atm

mean

f

P
P

OH

OH

Gain


      (4.2) 

where OHf is the amplitude of the fundamental oscillation and OHmean is the mean OH* 

value. 

In Figure 4.2(a1) and (b1), the amplitude curves of those cases with the same 

Strouhal number show notable similarities. Although the absolute value is not the same, 
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the relative trend is characterized by the Strouhal number. Figure 4.2 (a1) and (b1) show 

that the cases with St = 0.91 have the largest amplitude and consequently have the highest 

gain. Among all the cases, the amplitude only changes approximately linearly when St = 

0.32, which can be validated by the fact that the gain shown in Figure 4.2(a3) and (b3) is 

almost constant. In contrast, other cases all show nonlinear trends, especially when St = 

0.64 and St = 0.5. 

 

Figure 4.2. Global response of the fundamental oscillation to the acoustic perturbation 

with different levels, f = 90 Hz (left), f = 125.6 Hz (right). 
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The amplitude shows a strong dependence on St at the same perturbation level can 

be examined. When St decreases from 0.91 to 0.64, the amplitude drops significantly. The 

amplitude then increases with the decreasing St until it declines to 0.43. Following that, 

the amplitude only decreases slightly in the early perturbation stage when the St decreases 

from 0.43 to 0.32. 

Figure 4.2(a2) and (b2) show that the Strouhal number can also generally 

characterize the relative positions and trends of phase curves. At St = 0.43 and 0.32, the 

phase of the fundamental oscillation is relatively stable when the perturbation level 

changes. Cases with St = 0.91 and 0.5 experience minor changes in the phase, whereas 

the phase changes notably when St = 0.64. However, Strouhal number cannot 

characterize the instability trend. In other words, the cases with the same Strouhal could 

still have different thermoacoustic instability trend. For example, when St = 0.91, the 

phases in the case with f = 90 Hz are larger than 90 degrees and consequently result in 

negative Rayleigh indexes, whereas the phases of cases with f = 125.6 would induce 

positive Rayleigh indexes when the perturbation level is less than 0.67%. 

Based on the work of Balachandran [16], the energy leaking to harmonic 

oscillations could be one of the reasons that are responsible for the nonlinear behavior of 

the fundamental amplitude. Chapter 2 also demonstrated strong local harmonic 

oscillations in local amplitude maps. To examine the role of the first harmonic oscillation, 

which is the strongest in current cases, the amplitude of the first harmonic oscillation was 

extracted from FFT results. Figure 3.4(a1) and (b1) show the normalized amplitude of the 

first harmonic oscillation with respect to the mean OH* value (OHh1/OHmean), and 

Figure 3.4(a2) and (b2) show the ratio between the first harmonic oscillation and the 
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fundamental oscillation (OHh1/OHf). Cases have the highest value of OHh1/OHmean when 

St = 0.91, whereas the highest ratio of OHh1/OHf found in the cases with St = 0.64. The 

amplitudes of the harmonic oscillation are generally low when compared with that of 

fundamental oscillations. However, in cases with St = 0.64 first harmonic oscillation is 

non-negligible because its strength is comparable with that of the fundamental oscillation. 

 

Figure 4.3. Global response of the first harmonic oscillation to the acoustic perturbation 

with different perturbation levels: f = 90 Hz (left), f = 125.6 Hz (right). 

4.4 Flame Dynamics 

Phase averaged FSD results of the cases with a perturbation frequency of 125.6 

Hz were used as representatives to show the flame dynamics at different Strouhal 

numbers. Figure 4.4 demonstrates the results with low-level perturbations, and Figure 4.5 

shows the cases with relatively high-level perturbations. The bottom of each image stands 

for the burner outlet. Each image has a size of 50 mm × 80 mm. 
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Figure 4.4. Phase-averaged FSD images of the cases with different Strouhal numbers: (a) 

St = 0.91, U = 3.5 m/s, P'/Patm = 0.16%; (b) St = 0.64, U = 5 m/s, P'/Patm = 0.18%; (c) St = 

0.5, U = 6.4 m/s, P'/Patm = 0.17%; (d) St = 0.43, U = 7.5 m/s, P'/Patm = 0.17%; (e) St = 

0.32, U = 10 m/s, P'/Patm = 0.14%. 

Figure 4.4 shows that when the perturbation level is relatively low, flames all 

oscillate mildly without significant shape deformations. The mean FSD images illustrate 

that the shapes of flame are similar in all cases. In contrast, Figure 4.5 illustrates that 

significant flame shape deformations can be detected except the case with St = 0.32. 

Furthermore, flames are oscillating distinctively at different Strouhal numbers. When St = 

0.91, the flame shape near the burner outlet is still similar to the low perturbation case 

shown in Figure 4.4(a), whereas the downstream flame shape is significantly broadened. 
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The flame is notably enlarged when St = 0.64 and 0.5, which is the result of the flame 

roll-up process shown in Figure 4.5(b) and (c). In contrast, the flame shape is relatively 

less enlarged when St = 042, which is because the flame deformation is weaker than that 

of the cases with St = 0.64 and 0.5. 

 

Figure 4.5. Phase-averaged FSD images of the cases with different Strouhal numbers: (a) 

St = 0.91, U = 3.5 m/s, P'/Patm = 0.66%; (b) St = 0.64, U = 5 m/s, P'/Patm = 0.78%; (c) St = 

0.5, U = 6.4 m/s, P'/Patm = 0.8%; (d) St = 0.43, U = 7.5 m/s, P'/Patm = 0.84%; (e) St = 

0.32, U = 10 m/s, P'/Patm = 0.75%. 

One interesting phenomenon to notice is that although the cases with St = 0.64 

and 0.5 show significant shape deformations, the global flame oscillations are relatively 

weak in these two cases shown in Figure 4.2(a1). This phenomenon will be analyzed in 
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detail in a later section. Beyond the phase-averaged results, two single-shot OH-PLIF 

images are illustrated in Figure 4.6 to show that the enhanced acoustic perturbation can 

induce flame front roll-up when St = 0.64. The flow field measurements of the low swirl 

burner have demonstrated clear shear layers along the flame edge [73], which implies that 

the flame deformation found in the current study is likely caused by vortices induced by 

shear layer instability. 

 

Figure 4.6. Single-shot OH-PLIF images: (top) from the U = 5 m/s cases under no 

acoustic perturbation condition, (bottom) from the 105 degree phase-bin of the case with 

U = 5 m/s, f = 125.6 Hz, and P'/Patm = 0.78%.  

Based on the analysis of flame dynamics, the assumption that the current flame 

experiences axisymmetric disturbance can be further verified. It shows that the frequency 

of the flame roll-up is approximately the same as the perturbation frequency. This implies 

that the vortex shedding frequency, which is determined by the acoustic forcing, 

dominates the flame roll-up process. Although the azimuthal disturbance (e.g., with an 

azimuthal wavenumber = 2) could also generate symmetric structures, the rotational 
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frequency of the vortex does not have a clear relationship with the longitudinal 

perturbation frequency. Therefore, the flame doesn't experience a strong azimuthal 

disturbance in the current tests. One of the reasons is that the longitudinal forcing can 

inhibit the asymmetric oscillations in the flame [33]. 

The current flame shape deformation is also most likely related to the convection 

velocity of the vortex. When the vortex moves faster in high-velocity cases, it will 

transfer out of the combustion region without significantly affecting the flame height. 

Otherwise, slow vortex convection velocity will result in a longer resident time and 

subsequently induce a notable height variation and a higher level of oscillation. Similar 

results have also been demonstrated in the work of P. Palies [45]. 

4.5 Local Analysis Based on POD Analysis 

Figure 4.7 shows the local amplitude and phase maps of the fundamental 

oscillation of the cases with a forcing frequency of 125.6 Hz. In the phase maps, values 

between -3π/2 and -π/2 can result in negative Rayleigh indexes, whereas phases between -

π/2 and π/2 induce positive Rayleigh indexes. The forcing level (P'/Patm) of each case 

locates in the upper-left corner of each image. 

 Figure 4.7(a) illustrates that the flame broadens when the perturbation level 

increases. When P'/Patm = 0.16%, the amplitude maps demonstrate a two-layer structure 

separated by a node region that is similar to the flame shape. Meanwhile, a boundary can 

be detected between the positive and negative coupling phases around the same location 

where the node exists. Nevertheless, in phase maps, the phase distribution of the upstream 

is different from that of the downstream. In the upstream region with a vertical position 

less than approximately 2 cm, phases are different in each oscillation layer, whereas the 
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downstream phases are relatively uniform. It is because the flame front bending induces 

upstream oscillation; however, the flame height oscillation dominates the downstream 

oscillation. 

 

Figure 4.7. Local amplitude (left in each image, with units of mm
-1

) and phase (right in 

each image) maps of the fundamental oscillation of the cases with different Strouhal 

numbers: (a) St = 0.91; (b) St = 0.64; (c) St = 0.5; (d) St = 0.43; (e) St = 0.32. 
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Figure 4.7(b) and (c) show the local results of cases with St = 0.64 and 0.5, 

respectively. A node region that separates two oscillation layers is also shown in 

amplitude maps. Moreover, phase maps illustrate periodically distributed regions in each 

layer. It indicates that the flame front bends to different directions at different locations 

instead of moving as a whole. Figure 4.7(a) - (d) illustrates that at low perturbation levels, 

the amplitude maps demonstrate similar shapes. It is because the flame still oscillates 

around its neutral position without significant front roll-up. 

Figure 4.7(e) shows the local amplitude and phase maps when St = 0.32. Phase 

distributions with similar shapes are detected under different levels of forcing. It is 

because that the flame tends to oscillate as a whole without a notable bending of the 

flame front. Furthermore, it can be noticed that the negative coupling phase region is 

weaker than the positive coupling phase region, which results in the positive coupling 

dominates the flame response when St = 0.32. 

When St = 0.32 and St = 0.91, the phase distribution is relatively uniform in each 

layer found in the amplitude map. On the other hand, when St = 0.43, 0.5 and 0.64, the 

region with positive coupling phases and the region with negative coupling phases 

distribute periodically in each layer. The difference in the phase distribution can be used 

to explain the difference found with the amplitude curves illustrated in Figure 4.2. Global 

heat release oscillations based on FSD results were rebuilt to show the contribution of 

local oscillations to the global fluctuation. Only the cases shown in the third column of 

Figure 4.7 were used. Based on Figure 4.5, the current flame oscillation can be assumed 

to be quasi-symmetric. Subsequently, the global fluctuation was calculated with the local 

oscillation that was weighted by the distance from the local position to the center of the 
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flame. Three types of global oscillations were rebuilt based on the phase map: Σ'p was 

calculated from the local oscillations that have positive coupling phases, Σ'n was 

calculated from the local oscillations with negative coupling phases, and Σ'total is the total 

FSD oscillation that equals the summation of Σ'n and Σ'p. Then all the results were 

normalized with Σmean that was calculated from the mean FSD image. 

 

Figure 4.8. Global fundamental oscillations calculated from phase average FSD: (left) 

closed circles stand for Σ'p/ Σmean, open circles denote for Σ'n/ Σmean; (right) Σ'total/ Σmean. 

Figure 4.8 shows the rebuilt global FSD oscillations. When St = 0.91, Σ'p/ Σmean 

has a much higher amplitude than that of Σ'n/Σmean, which causes the positive coupling 

oscillation dominates the global oscillation. On the other hand, values of Σ'p/Σmean are 
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comparable in the rest cases. Therefore, Σ'total/Σmean is mainly affected by the amplitude 

and phase of Σ'n/ Σmean. At St = 0.64, these two types of oscillation are nearly out-of-

phase and have comparable amplitudes, so the global oscillation shows the lowest 

amplitude. This can explain the phenomenon that the local oscillation is intense, but the 

global oscillation is weak. Nevertheless, when St = 0.32, these two types of oscillation 

have comparable amplitudes, but the phase difference is less than that of the case with St 

= 0.64, so the global amplitude is stronger than that of the case with St = 0.64. When St = 

0.5 and 0.43, although the two types of oscillation are approximately out-of-phase, Σ'p/ 

Σmean is stronger than Σ'n/ Σmean, which results in a moderate oscillation level. A similar 

analysis has been demonstrated in the work of Palies [45], which shows that the phase 

difference between the upper flame and lower flame oscillations plays an important role 

in determining the amplitude of the global heat release oscillation. 

Local harmonic oscillation maps of the cases with f = 125.6 Hz were shown in 

Figure 4.9. It can be noticed that strong harmonic oscillations mainly exist in the cases 

with relatively high Strouhal numbers and high perturbation levels. When the 

perturbation level is low (< 0.18%), most of the detected harmonic oscillations are likely 

to be the noise induced by turbulence. It appears that strong harmonic oscillations are also 

closely associated with the deformation of the flame shape. Furthermore, as shown in 

Figure 4.9(b-d), the most intense harmonic oscillations mainly exist near the node region 

found in the amplitude maps of the fundamental oscillations. The contribution of local 

harmonic oscillations to global harmonic oscillation could also be affected by the phase 

distribution, but it hasn’t been quantitatively analyzed because it is unclear that whether 

the harmonic oscillations are symmetric or not. Compared with the local fundamental 



www.manaraa.com

83 

 

oscillation, the strength of the local first harmonic oscillation is relatively weak. It implies 

that the harmonic mode is less likely be the main factor affecting the fundamental 

oscillation. However, the role of the harmonic oscillation becomes non-negligible when 

intense local oscillations tend to cancel each other out. The formation of the harmonic 

oscillation is still not clear. It could be related to the harmonic oscillation associating with 

the flow field, or is caused by the way in which the flame oscillates. 

 

Figure 4.9. Local amplitude (left in each image, with units of mm
-1

) and phase (right in 

each image) maps of the local first harmonic oscillation: (a) St = 0.91; (b) St = 0.64; (c) St 

= 0.5; (d) St = 0.43; (e) St = 0.32. 
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Figure 4.10. The local amplitude and phase maps of cases with a perturbation frequency 

of 90 Hz: (a) P'/Patm = 0.47%; (b) P'/Patm = 0.48%; (c) P'/Patm = 0.47%; (d) P'/Patm = 

0.46%; (e) P'/Patm = 0.47%. 

Finally, Figure 4.10 shows the local maps of the cases with f = 90 Hz. Compared 

to the maps shown in the second column of Figure 4.7, similar amplitude and phase 

distributions are found in all cases except the case with St = 0.91. The similarity explains 

the trends observed in Figure 4.2 between the cases with f = 125.6 Hz and the cases with f 

= 90 Hz. The difference in cases with St = 0.91 mainly exists in phase maps, which is that 
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the oscillation in the out-layer shown in Figure 4.7(a) is not dominated by a single type of 

phase. This phenomenon is consistent with the phase differences found in Figure 4.2(a) 

and (b) when St = 0.91. 

4.6 Conclusions 

The current study has examined the global and local flame responses to acoustic 

perturbations with cases at different Strouhal numbers. Both local and global analyses 

illustrate that the Strouhal number is useful in characterizing the trend of the global and 

local flame oscillations, especially the oscillation amplitude. Flame dynamics analysis 

demonstrates that the flame deformation shows notable differences among the cases with 

different Strouhal numbers when the perturbation level is high. The flame shows 

significant changes in the mean shape when intense flame roll-up is detected; otherwise, 

the flame only shows a weak shape deformation. 

The local analysis demonstrates that large scale flame deformations can result in 

intense local fundamental oscillations with high amplitude. However, the contribution of 

the local oscillation to global fluctuation is affected by the phase distribution that is 

characterized by the Strouhal number. With the assistance of the local phase map, the 

global oscillation with negative coupling phases and the global oscillation with positive 

coupling phases were rebuilt. These two types of oscillation tend to cancel each other if 

they are out-of-phase and have a comparable strength, which subsequently results in a 

low-amplitude global oscillation; otherwise, the amplitude of the global oscillation is 

relatively high. 

The strength of the first harmonic oscillation increases globally and locally with 

the perturbation level. The intensity of local harmonic oscillations closely associates with 
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the scale of flame deformation. However, its global strength is much weaker than that of 

the fundamental oscillation. Only when the perturbation level is sufficiently high, the first 

harmonic mode could have a comparable level with that of the fundamental oscillation if 

the local fundamental oscillations tend to cancel each other out. 

 



www.manaraa.com

87 

 

CHAPTER 5                                                                                                                                   
SELF-EXCITED THERMOACOUSTIC INSTABILITY 

 

Previous work employed the artificial acoustic perturbation to decouple the 

dependence of pressure oscillation on heat release fluctuation. It gives us the advantage to 

focus on the flame to understand how flame shape deformation affects the heat release 

oscillation. However, the pressure oscillation and heat release oscillation are highly 

coupled when real thermoacoustic instability occurs. Acoustic modes related to the 

combustor geometry got lots of attention in many previous works, but they haven’t 

examined the role of flame in detail. Recent studies have demonstrated that the oscillation 

modes are strongly dependent on flame characteristics, such as the fuel type [23]. 

However, the effect of flame features has still not been fully examined. Therefore, the 

current study will focus on the instability trend associated with flame features. To change 

the flame feature, the method used in the current study is blending hydrogen with 

methane, which has been shown to be an efficient way in previous works. The first part of 

this chapter will talk about an experimental study of the self-excited thermoacoustic 

instability. 

The other part of this chapter talks about predicting the unstable modes of the 

combustor with a one-dimensional model.  An n-τ model is utilized to represent heat 

release oscillation. The particular focus is on examining the effect of flame gain (n) and 

the delay (τ) on the oscillation mode. Furthermore, this chapter will also discuss the 

advantages and the disadvantages of the current heat release mode. 
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5.1 Experimental Configuration 

Figure 5.1 shows the schematic of the experimental configuration designed for 

examining the self-excited thermoacoustic instability. The current experiment used a low 

swirl burner (LSB), which is the same one used in acoustic perturbation studies. The 

following is a detailed description of the test configuration. 

5.1.1 Combustor 

The main part of the test configuration is a combustor. When using the plate for 

burner installation as a reference location, the combustor can be divided into an upstream 

section and a downstream section. The combustor is designed for three main goals. The 

first is that the combustor should enable successful self-excited thermoacoustic instability 

while minimizing the effect on the flame stabilization mechanism. The second one is that 

the natural acoustic modes of the combustor should be able to change, which allows the 

features of the flame-acoustic interaction to be examined in a relatively wider range. The 

third goal is that the combustor should have clearly defined acoustic boundary conditions, 

which will provide a great convenience for one-dimensional modeling analysis. 

Lots of effort had been contributed to achieving the first goal. It was found that 

the inner diameter of the downstream chamber plays an important role in determining 

whether the instability will happen or not. A chamber with a large inner diameter could 

not have oscillations because the high dissipation of acoustic energy, which subsequently 

causes a failure of triggering thermoacoustic instability. Moreover, a chamber with a 

small inner diameter should also be avoided because it will introduce a strong flame-wall 

interaction, which substantially changes the flame stabilization mechanism. After a series 
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of tests, tubes with an inner diameter of 101.6 mm (4 inches) was chosen for use in the 

current test. 

 

Figure 5.1. Schematic view of the experimental configuration. 

The upstream section of the combustor has a fixed length of 692 mm, so the 

natural acoustic modes of the chamber are only changed by varying the downstream 

chamber length (Lc). In the downstream section, a quartz tube with an inner diameter of 

101.6 mm and a length of 300 mm is used for flame imaging. The total length of the 

downstream part (Lc) varies by connecting steel tubes with different lengths to the quartz 

tube section. In the current study, five steel tubes with different lengths were used. The 

lengths of the metal tubes are 200, 250, 300, 350, and 400 mm. Therefore, Lc can change 

from 300 mm up to 1800 mm. However, limited by the height of the roof, the maximum 

Lc used is 1300 mm. 
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The current combustor design also facilitates the one-dimensional thermoacoustic 

modeling that is based on the one-dimensional acoustic modeling. Tubes were selected 

for use because they are axisymmetric about the center axis, and the geometry is suitable 

for the one-dimensional assumption. Moreover, the combustor has clearly defined 

acoustic boundary conditions. The upstream section uses a critical orifice as the inlet to 

provide a closed-end acoustic boundary condition, under which the velocity oscillation is 

negligible. Besides, the pressure fluctuation is assumed to be zero at the chamber outlet 

that is connected to atmosphere, which is considered as an open-end boundary condition. 

5.1.2 Diagnostics 

Four piezoelectric pressure sensors (PCB 112A) are installed at four different 

locations. The pressure sensors were operating with a sampling rate of 20 kHz, a 

sensitivity of 0.16 mV/psi, and a resolution of 0.028 kPa. A photomultiplier module 

(Hamamatsu H8249-101) equipped with a narrow bandpass filter (308 ± 10 nm) was 

utilized to record the global OH* chemiluminescence at the same sampling rate as the 

pressure sensor. An ICCD camera (Princeton Instruments) equipped with a bandpass 

ultraviolet (UV) filter was employed to capture OH* chemiluminescence images. The 

ICCD camera was set to capture images in a 103 mm × 103 mm region with a resolution 

of 512 × 512 pixels. When images were processed, only a 50 mm × 67.4 mm region was 

used because the flame length was less than 50 mm in current tests. 

5.1.3 Flow Control 

Methane and air flows were controlled with Hastings flow controllers with an 

accuracy of 0.2% of full scale plus 0.5% of reading values. The hydrogen flow was 

adjusted with an Omega mass flow controller (Omega 5400) with an accuracy of ±1.5%. 
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The fuel blends and the air were mixed in a pipe with a length of 500 mm and then flew 

through the critical orifice that has an inner diameter of 2.54 mm (0.1 inches). In the 

current study, the fuel blends and the air are considered as fully premixed, so the 

equivalence ratio oscillation in the test section is negligible. 

5.2 Operating Conditions 

The operating conditions are listed in Table 5.1. The equivalence ratio was kept at 

0.7, and the bulk velocity was maintained at 5.5 m/s. 

During the test, the percentage of hydrogen was carefully adjusted to avoid flame 

attachment to the burner and flashback, which may happen when the hydrogen 

percentage (H) is sufficiently high. 

Table 5.1 Operating conditions 

Lc (mm) Hydrogen Percentage, H (%) 

300 0, 5, 10, 15, 20, 25, 30 ,35, 40 

500 0, 5, 10, 15, 20, 25, 30 ,35, 40 

700 0, 5, 10, 15, 20, 25, 30 ,35, 40 

900 0, 5, 10, 15, 20, 25, 30 ,35, 40 

1000 0, 5, 10, 15, 20, 25, 30 ,35, 40, 45, 50, 55 

1100 0, 5, 10, 15, 20, 25, 30 ,35, 40, 50 

 

It can be noticed that the cases with Lc = 1000 mm and 1100 mm have a 

maximum H of 50% and 55%, respectively, which is for examining the high-frequency 

modes detected at Lc = 1000 mm and 1100 mm. In contrast, the other cases only use a 

maximum H of 40% for safety concerns. 
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5.3 Experiment Results 

5.3.1 Flame Structure 

Figure 5.2 illustrates averaged OH* chemiluminescence images of stable flames 

with the hydrogen percentage of 0%, 10%, 20%, 30%, and 40%. It can be noticed that the 

flame length decreases with an increasing hydrogen percentage. Furthermore, the local 

OH* intensity increases when more hydrogen is added. Similar phenomena are also 

detected in the research of Cheng, et al. [82]. Even though the shape is changed, the OH* 

distribution still shows a bowl-like shape in all cases, which is important because it can 

be assumed that the flame stabilization mechanism is still the same. 

 

Figure 5.2. Averaged OH* chemiluminescence images under stable conditions (Abele 

transfer needed). 

5.3.2 Pressure Oscillation 

Figure 5.3 shows the power spectral density of the pressure oscillation at different 

chamber lengths. In the current study, there is no thermoacoustic instability when Lc = 

500 mm, so the results are not shown here. Figure 5.3(a) shows that when Lc = 300 mm, 

the only notable pressure oscillation is detected at H = 40%. When Lc changes to 700 

mm, intense oscillations are detected in all cases when the H is larger than 10%. 

Figure 5.3(c) illustrates that instability is detected in all cases when Lc = 900 mm. 

Similarly, a higher hydrogen percentage tends to inhibit pressure oscillation when Lc = 
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1000 and 1100 mm. When Lc = 1000 mm the pressure oscillation is only detected when 

the hydrogen percentage is less than 30%.  

 

 

 

 

 
Figure 5.3. Power spectral density (PSD) of the pressure oscillation at different tube 

lengths. 
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However, when the hydrogen percentage increases to 50%, strong high acoustic 

modes are detected at 411 Hz and 415 Hz. Similar to the trend found in the case with Lc = 

1000 mm, results with Lc = 1100 mm demonstrate detectable oscillations when H is 

either low (< 10%) or high (> 40%). In contrast, the oscillation strength is weaker in the 

cases with Lc = 1100 mm than that of the cases with Lc = 1000 mm. When Lc = 1100 mm, 

it is also interesting to notice that there are two oscillation modes (104 Hz and 392 Hz) 

excited at H = 50%. Results of pressure spectrum demonstrate that the hydrogen 

proportion is not only critical in determining whether the instability is excited or 

inhibited, but also plays an important role in affecting the oscillation frequency and 

amplitude. 

 

Figure 5.4. The pressure oscillation frequency and amplitude. 
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For cases with a detectable pressure oscillation, the oscillation frequency and 

amplitude are shown in Figure 5.4. In general, the oscillation frequency drops when the 

chamber length increases. It can be noticed that the strongest oscillation occurs at Lc = 

700 mm. One the other hand, the weakest oscillation is found at Lc = 1100 mm. For a 

fixed chamber length, the oscillation frequency tends to increase with the increasing 

hydrogen percentage. Figure 5.5 shows a more detailed trend of the cases with Lc = 700 

mm and 900 mm. When Lc = 700 mm, the oscillation amplitude increases in the 

beginning and then drops with an increasing hydrogen percentage. In contrast, the 

amplitude keeps declining when the hydrogen percentage increase at Lc = 900 mm. In 

both cases, the oscillation frequency increases with an increasing hydrogen percentage. 

 

          (a) Lc = 700 mm                                         (b) Lc = 900 mm 

Figure 5.5. Pressure oscillation amplitude and frequency. 

It is shown in Figure 5.4 and Figure 5.5 that when the chamber length changes, 

cases with the same hydrogen percentage still show a significant difference in the 

oscillation amplitude. 



www.manaraa.com

96 

 

5.3.3 Flame Structure and Dynamics 

This section talks about the flame shape deformation associated with the self-

excited thermoacoustic instability of the cases with different chamber lengths. 

 

Figure 5.6. Mean OH* at Lc = 300 mm and 40% H2. 

 

Figure 5.7. Phase averaged OH* at Lc = 300 mm and 40% H2. 

Figure 5.6 shows the mean OH* chemiluminescence of the cases under stable and 

unstable conditions. The flame shape experiences a notable change when thermoacoustic 

instability occurs. Phase-averaged results shown in Figure 5.7 illustrate that the flame 

experience size variation; however, no notable flame roll-up is detected. The Strouhal 

number of the current case is approximately 1.9, which implies that the current result is 

consistent with the conclusion in Chapter 4, which states that the flame roll-up is not the 

dominant mechanism for high Strouhal number cases. 
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Figure 5.8. Mean OH* at Lc = 700 mm, 15% H2 (left) and 30% H2 (right). 

 
(a) 

 
(b) 

Figure 5.9. Phase averaged OH* at Lc = 700 mm, 15% H2 (a) and 30% H2 (b). 

Figure 5.8 demonstrates the comparison of mean OH* images between unstable 

and stable cases. It can be noticed that flames under unstable conditions are more 

distributed than that without shape deformation. It results from the flame roll-up 

illustrated in Figure 5.9. Moreover, Figure 5.9 shows that the flame oscillation shows a 
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very similar trend in both cases. It is reasonable because both cases have similar 

oscillation frequency and oscillation amplitude. 

 

Figure 5.10. Mean OH* at Lc = 900 mm, 0% H2 (left) and 15% H2 (right). 

 
(a) 

 
(b) 

Figure 5.11. Phase averaged OH* at Lc = 900 mm, 15% H2 and 30% H2. 

Figure 5.10 shows that the case with pure CH4 has a stronger shape deformation 

and weaker local value than that of the case with 15% H2. It is because the pressure 
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oscillation is stronger in the case with 0% H2. A significant shape deformation associated 

with flame roll-up can be noticed in Figure 5.11. By comparing with the result shown in 

Figure 5.9, it shows that the oscillation scale is larger in the case with 0% H2. However, 

Figure 5.3 shows that the acoustic oscillation, in fact, is stronger in the case with a 

relatively weaker shape deformation. It is caused by the cancellation between the local 

oscillations with different phases, which will be discussed in detail in a later section. 

The flame oscillation shows a similar behavior when the chamber length increases 

to 1000 mm and 1100 mm. The result of the case with Lc = 1100 mm is provided in 

Appendix A. 

5.3.4 Rayleigh Index Analysis 

The Rayleigh Index map is calculated based the equation, 
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where R
*
(x,y) is the local Rayleigh Index, PRMS is the RMS pressure, 𝑂𝐻∗̅̅ ̅̅ ̅̅  is the averaged 

OH
*
 chemiluminescence, P' is the pressure oscillation, (OH*)'(x,y) is the local OH

*
 

chemiluminescence oscillation, n is the total phase number, and subscript i represents the 

i
th

 phase. It has been shown in Chapter 3 that the local Rayleigh Index can be useful in 

demonstrating the general information of local flame-acoustic coupling. 

Figure 5.12(a) shows that the positive Rayleigh Index dominates the local 

response. Figure 5.12(b) illustrates that the Rayleigh Index distribution is similar in both 

cases with Lc = 700 mm, whereas the stronger Rayleigh indexes can be noticed when the 

hydrogen percentage is 30%. Figure 5.12(c) shows result at Lc = 900 mm. It can be 

noticed that the positive Rayleigh index region is larger and stronger when no hydrogen 
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addition than that of the case with a hydrogen percentage of 30%. It means a stronger 

positive Rayleigh index tends to result in a stronger pressure oscillation. Moreover, 

relatively stronger negative zones are also detected, especially in the downstream region. 

By comparing Figure 5.12(b) and Figure 5.12(c), it shows that the negative zone can play 

an important role in canceling the effect of the positive zone. As a result, a stronger shape 

deformation not necessary results in a more intense global oscillation. 

 
(a) 

 
(b) 

 
(c) 

Figure 5.12. Rayleigh index maps of cases with different hydrogen concentrations. 



www.manaraa.com

101 

 

Furthermore, all Rayleigh Index maps show a quasi-symmetric structure, which 

illustrates that the positive and negative zones are periodically distributed along the flow 

direction. It implies that the longitudinal oscillation mode still plays the dominant role in 

both low frequency and high-frequency modes. 

5.4 Self-excited Thermoacoustic Instability Modeling 

5.4.1 Basic modeling equations 

For inviscid flow, the mass, momentum, and energy conservation equations are, 

0 u
Dt

D 



     ( 5.2) 

0 p
Dt

uD


      ( 5.3) 

)TK(q)uP(ue
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D











 2

2

1
     ( 5.4) 

where  is the density, �⃗�  is the velocity, p is the pressure, t is the time, e is the internal 

energy, T is the temperature, q is the rate of the heat added per unit volume, and K is the 

conductivity. The detailed deduction can be found in the work of Dowling [64]. 

For an unsteady system, all flow variables can be divided into a mean value part 

and a part represents the oscillation, 

)t,x(pp)t,x(p


      ( 5.5) 

)t,x(uu)t,x(u


      ( 5.6) 

)t,x()t,x(


       ( 5.7) 

Finally, the fundamental equations 5.2 -5.4 can change to, 
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where the operator �̅�/𝐷𝑡 =  𝜕/𝜕𝑡 + �̅� and 𝑐̅ is the mean speed of sound.  is the specific 

heat ratio that is defined as cp/cv, where cp is the specific heat at constant pressure and cv 

is the specific heat at constant volume. 

5.4.2 1D Model 

The modeling work is based on a 1D acoustic model described in the work of 

Poinsot, et al. [7] 

 

Figure 5.13. Section distribution. 

The dimension of the model is shown in Figure 5.13. The pressure and acoustic 

velocity are described as, 

  tixikxik eeAeA)t,x(p  

    ( 5.11) 

  tixikxik eeAeA
c

)t,x(u 



 


1

   ( 5.12) 
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where x is the location, t is the time, p(x,t) is the pressure, u(x,t) is the velocity, A
+
 is the 

complex amplitude of the downstream traveling wave, A
-
 is the complex amplitude of the 

upstream traveling wave, k
+
 is the wavenumber of the downstream traveling wave, k

-
 is 

the wavenumber of the upstream traveling wave,  is the angular frequency, ρ is the 

density, and c is the speed of sound. 

In the equation  5.11 and  5.12, k
+
 = k/(1+M) and k

-
 = -k/(1-M), where M is the 

Mach number. Since the velocity in current tests is much smaller than the speed of sound, 

M  0. As a result, k
+ 

= k = - k
-
. Therefore, the equation can be re-written as, 

  titikxikx e)x(p̂eeAeA)t,x(p       ( 5.13) 

  titikxikx e)x(ûeeAeA
c

)t,x(u 



 
1

  ( 5.14) 

In each section, the equation can be shown as, 
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   ( 5.16) 

where the subscript j represents the section number and lj denotes the length of the j
th

 

section. 

5.4.3 Transfer Matrix for the Sections without Flame 

At the interface (except the one where the flame is located) between j
th

 and (j+1)
th

 

sections, the pressure and the mass flow rate of j
th

 section are considered as the same of 

that in the (j+1)
th

 section, which can be shown as, 

)(p̂)l(p̂ jjj 01      ( 5.17) 

)(ûS)l(ûS jjjjjjj 0111      ( 5.18) 
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where Sj and Sj+1 are the areas of j
th

 and (j+1)
th 

sections, respectively. 

Substitute equations  5.17 and  5.18 in equations  5.15 and  5.16, 
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Then, 𝐴𝑗+1
+  and 𝐴𝑗+1

−  can be expressed in the terms of 𝐴𝑗
+ and 𝐴𝑗

−, 
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where 𝛽𝑗 = 𝑆𝑗𝜌𝑗+1𝑐𝑗+1 𝑆𝑗+1𝜌𝑗𝑐𝑗⁄ . 

A transfer matrix can be created based on equations  5.21 and  5.22, 
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5.4.4 Transfer Matrix Considering the Flame 

The effect of flame on the transfer matrix needs to be considered. Across the 

flame, the pressure and velocity difference can be derived from the energy and 

momentum equations, 

0  )l(p)l(p ff      ( 5.24) 

 


  dxq
p

)l(u)l(u ff




 1
    ( 5.25) 

where 𝑙𝑓
+ denotes the downstream side of the flame, 𝑙𝑓

− represents the upstream side of the 

flame, �̇�′ is the heat release rate oscillation per unit length, and �̅� is the mean pressure. 
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The heat release rate can be expressed with an n- model [63], 

)lx()t,x(un)TT(cq fubpu      ( 5.26) 

where u is the density of the unburned gas, Tb is the temperature of the burned gas, Tu is 

the temperature of the unburned gas, and  is the time delay between velocity and heat 

release rate oscillation. n is the gain of the heat release-velocity transfer function that is 

defined as, 

u
û
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      ( 5.27) 

where �̂̇� is the amplitude of the heat release rate oscillation and �̅̇� is the mean heat release 

rate. 

Substitute equation to the integral in Equation  5.25, the velocity change can be 

expressed as, 
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The pressure at the interface is, 

)(p̂)l(p̂ jjj 01     ( 5.29) 

By substituting equation  5.28 and  5.29 to equation  5.15 and  5.16, 
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Then the transfer matrix can be defined as, 
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where 𝛼𝑗 is expressed as, 
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In the heat release rate model, n and τ are the two critical parameters that can 

determine the instability trend of a specific mode. 

5.4.5 Boundary Conditions 

Once all transfer matrices are obtained, the A
+ 

and A
- 
in the last section (N) can be 

related to the first section by, 

  ( 5.34) 

Then, a global transfer matrix can be expressed as, 
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Considering the boundary conditions at the inlet and outlet of the combustor, 
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Substitute into the global transfer matrix and find this, 
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The complex angular frequency can be found by solving equation  5.40. The 

system is unstable when the imaginary part is positive; otherwise, the system is stable. 

5.4.6 Temperature Distribution 

The temperature plays an important role in determining the acoustic properties of 

the system. For example, the temperature can significantly affect the speed of sound. In 

the current work, the 1D temperature distribution is computed in two steps. Firstly, the 

temperature at the location of the flame is calculated from a one-step chemical reaction. 

The heat loss is then determined from a heat transfer analysis to compute the temperature 

drop along the combustor axis. 

The temperature at the location of the flame is determined by the heat release 

from the chemical reaction, 

2222
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faafHf
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 ( 5.41) 

where nf, nH, and na are the mole number of CH4, H2, and O2, respectively. 

The temperature is determined by building the enthalpy balance between the 

reactions and products, 

RTfRPTfP )hhh(n)hhh(n 0000     ( 5.42) 

In the current study, the reference temperature is 298 K. The enthalpy values of h̅f
0 

and h̅0 at 298 K are listed in Table 5.2 Enthalpy values. 
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Table  5.2 Enthalpy values 

Gas ℎ̅𝑓
0 (kJ/kmol) ℎ̅0 (kJ/kmol) 

CH4 -74850 -- 

H2 0 -- 

O2 0 -- 

N2 0 8682 

CO2 -393520 8669 

H2O (gas) -241820 9904 

 

The term h̅T  is the enthalpy at a given temperature T. h̅T  can be expressed in 

terms of temperature linearly for different gases by using tables in [83]. For example, h̅T 

of O2 can be written as, 

(ℎ̅𝑇)𝑂2
= 𝑎ℎ𝑂2

+ 𝑏ℎ𝑂2
𝑇     ( 5.43) 

The values for ah and bh for different gases are shown in Table 5.3. 

Table  5.3. Coefficients for ah and bh in equation  5.43  

gas ah bh 

H2O -8430.9 44.63 

CO2 -13544 56.623 

O2 -4337.4 35.848 

N2 -3662.9 33.938 

 

The curve fittings results are attached in Appendix B. 

The calculated flame temperature for different hydrogen percentages is shown in 

Table 5.4. 
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Table  5.4. Calculated flame temperature 

H2 percentage 0% 10% 20% 30% 40% 50% 

T (K) 1851.8  1857.7 1864.5 1872.7 1882.5 1894.6 

 

The result of pure methane is compared with the simulation results considering 

complex reaction steps [84]. It is found the error is less than 1%, so the current results 

with simple reactions are considered as valid. Another thing can be noticed is that the 

temperature only varies in a limited range that is less than 50 K, which is believed to have 

a minor influence on the simulation; therefore, a mean temperature value of 1870.3 K is 

used for all cases. 

The temperature in the chamber will decline due to the heat loss through the 

chamber wall. The heat loss is determined with a simple heat transfer network of heat 

resistance shown in Figure 5.14. 

 

Figure 5.14. Heat transfer network. 

The total heat resistance Rtotal can be expressed as, 

)R/R//(RRR routcylintotal 111    ( 5.44) 

where Rin, Rcyl, Rout, and Rr are the convection resistance inside the chamber, the 

conduction resistance through the wall, the convection resistance outside the chamber, 

and the radiation resistance outside the chamber, respectively. 
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The Rin is the convection resistance inside the chamber. Because the Reynolds 

number is less than 2300, the flow in the chamber is considered as laminar. As a result, 

Nuin = 4.36 and the convection coefficient and convection resistance are expressed as, 
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h      ( 5.45) 
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     (5.46) 

where Kin is the conductivity of the gas inside the chamber, Dc1 is the inner diameter of 

the chamber, rin = Dc1/2 is the inside radius, L is the length used for calculation and hin is 

the convection coefficient of the inside of the wall. 

The conduction resistance is calculated as, 

w

outin
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)rrln(
R

2
     ( 5.47) 

where rout is the outside radius, Kw is the conductivity of the chamber wall. 

The convection coefficient and convection resistance of the outside wall are 

expressed as, 
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     ( 5.48) 
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h      ( 5.49) 

where Kout is the conductivity of the gas outside the chamber, Dc2 = 2rout is the outer 

diameter of the chamber, and hout is the convection coefficient of the outside of the wall. 

The free convection outside the chamber can be calculated with empirical equations of 

Nusselt number and Rayleigh number (Ra), 
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where g is the gravity acceleration,  = 1/T,  is the kinematic viscosity, Tout is the 

temperature of the outside wall, 𝑇∞ is the temperature of the surrounding environment, 

and Pr is the Prandtl number. 

Table  5.5. Values of different variables
 

Variables Value Note 

Dc1 (m) 0.1016  

Dc2 (m) 0.1143
 

 

Kw (W/m·K)
 1.4 for quartz tube 

49.8 for steel 

[85] 

 (W/m
2
·K

4
) 5.67 × 10

-8
  

 
0.93 for quartz tube 

0.79 for steel
 [85] 

𝑇∞ (K)
 

298  

g  (m/s
2
) 9.8  

 (m
2
/s) 5E-11T

2
 + 9E-08T - 2E-05 Appendix B 

cp (W/kg·K) -5E-05T
2
 + 0.2756T + 914.26 Appendix B 

K (W/m·K) -1E-08T
2
 + 7E-05T + 0.0057 Appendix B 

 (kg/m
3
) 352.79T

-1
 Appendix B 
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The radiation resistance is determined as, 

rout

r
Lhr

R
2

1
     ( 5.52) 

where the radiation heat transfer coefficient is defined as, 

)TT)(TT(h outoutr   22    ( 5.53) 

where  is the emissivity of the wall and  is the Stefan-Boltzmann constant.
 

The values of all dimensions and material properties used in the current study are 

listed in Table 5.5. 

5.4.7 Determination of n and  

The delay time  is determined by the method proposed in the work of Driscoll 

[60]. The equation is, 

T

l

S

H
      ( 5.54) 

where Hl is the lift distance of the flame from the burner and ST is the turbulent flame 

speed. In the current study, the Hl is modified as an effective lift distance, which is 

calculated as the averaged lift distance from different locations of the flame. The 

calculation of Hl is schematically shown in Figure 5.15. 

The value of St is computed based on the equation suggested in Cheng’s study 

that used a similar low swirl burner, 

L

RMS
HT

S

u
KS




2
1     ( 5.55) 

where 𝐾𝐻2
 is the coefficient determined by the hydrogen percentage, uRMS is the axial 

root mean square (RMS) velocity that is estimated as 0.586 m/s based on reference [86], 
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and SL is the laminar flame speed. SL is computed with the empirical equation suggested 

by Sarli and Benedetto [87], 

HF
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FL R.]).(.exp[.S 8401155380 2350       ( 5.56) 
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     ( 5.58) 

where CA is the mole fraction of air, CF is the mole fraction of methane, and CH is the 

mole fraction of hydrogen. The subscript st represents the stoichiometric condition. 

 

Figure 5.15. Definition of the effective lift distance. 

The estimated values of SL, ST, Hl and are listed in Table 5.6 Results show that a 

higher H will subsequently result in a shorter delay time. Moreover, the effective 

distance only shows minor variations, which implies that the turbulent flame speed plays 

a critical role in determining the delay time. 
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There are still no effective methods to calculate n for the low-swirl burner. In the 

current study, the effect of n on the oscillation modes is examined at different delay 

times. 

Table  5.6. Values of estimated properties of the flame 

H (%) SL (m/s) ST (m/s) Hl (m)  (s) 

0 0.179 1.193 0.0075 0.0063 

10 0.196 1.293 0.0077 0.0062 

20 0.217 1.398 0.0076 0.0059 

30 0.244 1.508 0.0076 0.0054 

40 0.279 1.626 0.0073 0.00485 

 

5.4.8 Simulation Results 

First of all, the role of the flame gain (n) was examined. The simulation was 

carried out with the value of n changes from 0.1 to 1.  Figure 5.16 shows the predicted 

modes with the largest growth rate of the cases at Lc = 300 mm and Lc = 1100 mm. We 

noticed that n does not have a significant effect on the mode determination when the 

value is larger than 0.4. Moreover, when n is less than 0.4, the oscillation modes found in 

the simulation are significantly different from the experiment results. A further 

examination shows that the solution didn’t show notable differences once n  0.41. 

Therefore, the current work chose n = 0.41 as the flame gain. 

Figure 5.17 shows the detected modes of the case with different chamber lengths. 

It can be noticed that there is a group of low-frequency modes in the range of 140 – 200 

Hz. Moreover, a group of high-frequency modes is found with a value large than 370 Hz. 
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For low-frequency modes, the modeling results consistent with the experimental data. 

However, the performance of the simulation in the high-frequency range is not accurate. 

It is believed that the high-frequency modes are also the natural mode of the combustor, 

but they won’t be triggered when the delay time is long (or when H is small). A 

consideration of the acoustic damping and detailed flame dynamics could be useful in 

eliminating the unrealistic oscillation modes. 

 

Figure 5.16. Detected oscillation modes with different values of n, Lc = 300 mm (left), Lc 

= 1100 mm (right). 

A more detailed comparison between simulation and experiment results in the 

low-frequency range are shown in Figure 5.17. Although the absolute values still show 

some difference, the general trend is captured by the simulation results. It can be noticed 

that the oscillation frequency decreases with the increasing delay time in all cases. In the 

current study, the turbulent flame speed is the critical parameter that affects the delay 

time. Therefore, we believe the turbulent flame speed the key parameter that determines 

the instability trend in the current study. 
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Figure 5.17. Predicted oscillation modes of cases with different chamber lengths (the gray 

area represents the oscillation range detected with experiment). 

 

Figure 5.18. Comparison between simulation and experiment results. 
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5.4.9 Discussion 

The 1D model is useful to predict the potential oscillation modes of the 

combustor. However, it still cannot accurately estimate the unstable modes because of the 

lack of a reliable heat release mode.  

As demonstrated in the simulation results, the value of flame gain (n) is still 

dependent on the empirical value, which is hard to be related to the physical features of 

the flame. Furthermore, the current heat release mode cannot reveal the relationship 

between the delay time (τ) and the phase delay between heat release and pressure 

oscillations. 

The major problem of the current heat release model is the lack of consideration 

of the flame structure. Results of acoustic-induced and self-excited instability have 

demonstrated that the flame shape deformation plays a critical role in determining the 

global instability trend. Therefore, a heat release model considering the flame structure is 

needed for characterizing the flame-acoustic interaction.  

5.5 Conclusions 

The current study shows the effect of hydrogen addition on the flame shape and 

the frequency and amplitude of pressure oscillation. OH* chemiluminescence images 

show that an increase in hydrogen percentage can result in a more condensed flame. 

Furthermore, a power spectral density analysis shows that hydrogen concentration is 

critical in determining the instability trend. Low frequency modes (120 – 200 Hz) are 

mainly triggered when the hydrogen concentration is low, whereas high frequency 

oscillations (~ 400 Hz) tend to occur in cases with a high hydrogen percentage (> 40%). 
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Results also demonstrate that both the oscillation amplitude and frequency are 

affected by hydrogen addition. In the low frequency range, the oscillation frequency tends 

to increase with an increasing hydrogen percentage. However, the effect of hydrogen 

addition to the oscillation amplitude is not monotonic. A Rayleigh index analysis shows 

that the current oscillation is still triggered by longitudinal modes. It also demonstrates 

that a larger positive Rayleigh index tends to result in a stronger pressure oscillation. 

The modeling work based on the 1D acoustic model was conducted to predict the 

unstable modes of the combustor. In the 1D model, an n-τ model was utilized to represent 

the heat release oscillation. Results show that the model can reasonably predict the 

oscillation modes in the low-frequency range, whereas the high frequency oscillation 

range is over predicted. Moreover, it was found that the delay time, which is majorly 

affected by ST, plays a critical role in determining the changing trend of the oscillation 

frequency. 
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CHAPTER 6                                                                                                                           
SUMMARY AND FUTURE WORK 

 

6.1 Summary 

The current work examined flame behaviors with acoustic perturbation and self-

excited thermoacoustic instability. The aim of the work is trying to relate the global flame 

features with the local flame behaviors. Moreover, the current work tried to use flame-

dependent, rather than burner-dependent, parameters to predict the instability trend.  

The acoustic chamber, diagnostic system, and the method for calculating FSD 

were introduced through Chapter 1. Chapter 1 examined the effects of the elevated 

pressure on the flame response to acoustic perturbations. This chapter firstly introduced 

the idea of analyzing the global of local heat release oscillation together. Results showed 

that when the heat release oscillation was approximately in phase with the pressure 

fluctuation, the elevated pressure tended to amplify the fundamental oscillation. On the 

other hand, the elevated pressure tended to inhibit the fundamental oscillation when the 

heat release oscillation was approximately out-of-phase with the acoustic perturbation. 

Analysis of flame dynamics and local flame structures demonstrated that the phase 

difference among different cases was caused by the delay in the different types of flame 

rollup. Moreover, the OH-PLIF images showed that the influence of the pressure on 

flame propagation was strongly phase-dependent. Besides the global analysis, the local 

analysis revealed the amplitude and phase distribution of the local heat release oscillation. 

The local analysis implied that the effect of the pressure on the distribution was the main 

way through which the pressure affected the global heat release oscillation.  
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Chapter 2 introduced the Rayleigh criterion and a POD method to examine the 

local thermoacoustic features. Rayleigh criterion analysis illustrated that the perturbation 

strength could significantly change the intensity and shape of local flame-acoustic 

coupling, which showed a notable spatial variation. To investigate the effect of flame 

deformation on the local flame response, a POD method was proposed to decompose the 

phase-averaged FSD into fundamental and harmonic oscillation. The local analysis 

demonstrated that the fundamental oscillation dominated the flame response, whereas the 

harmonic oscillation affected the flame response by sharing oscillation energy. We 

believed that The POD-based local analysis is not limited to the LSB but is applicable in 

other cases whenever the sinusoidal pressure oscillation information can be identified. 

Consequently, the current method can be useful in capturing accurate spatial information 

for heat release oscillations in flames.  

Chapter 3 examined the global and local flame responses to acoustic perturbations 

with cases at different Strouhal numbers. Both local and global analyses illustrated that 

the Strouhal number was useful in characterizing the changing trend of the oscillation 

amplitude. Flame dynamics analysis demonstrated that the flame shape deformation was 

strongly dependent on Strouhal numbers when the perturbation level was high. The 

intense flame roll-up is believed to be the main reason cause flame shape deformation in 

current cases.  

Chapter 3 also showed that large-scale flame deformations could result in intense 

local fundamental oscillations. However, the contribution of the local oscillation to the 

global fluctuation was affected by the phase distribution that was characterized by the 

Strouhal number. The local oscillations tended to cancel each other if they are out-of-
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phase and have a comparable strength, which subsequently resulted in a low-amplitude 

global oscillation; otherwise, the amplitude of the global oscillation was relatively high. 

Furthermore, Chapter 3 demonstrated that the intensity of local harmonic oscillations also 

associated with the scale of flame deformation. Generally, the global strength of the 

fundamental modes is much weaker than that of the fundamental oscillation. Only when 

the perturbation level is sufficiently high, the first harmonic mode could have a 

comparable level with that of the fundamental oscillation if the local fundamental 

oscillations tend to cancel each other out. The result implies that the energy leakage to the 

harmonic mode is less likely the main reason causes the weakened fundamental mode.   

Besides the acoustic perturbation study, Chapter 5 talked about the experimental 

and modeling work on self-excited thermoacoustic instability. Hydrogen was blended 

with methane to examine how the change in fuel properties affected the instability trend. 

The study examined the effect of hydrogen addition on the flame shape and the frequency 

and amplitude of pressure oscillation. Results showed that a more condensed flame would 

result with a higher hydrogen concentration. Moreover, it was found that Low frequency 

modes (120 – 200 Hz) were excited when the hydrogen concentration was low, whereas 

high frequency oscillations (~ 400 Hz) tended to occur in cases with a high hydrogen 

percentage (> 40%). Results also demonstrated that both the oscillation amplitude and 

frequency are affected by the hydrogen addition. A Rayleigh index analysis shows that 

the current oscillation is still triggered by longitudinal modes.  

Another important part of Chapter 5 is the modeling work based on the 1D 

acoustic model. In the 1D model, the heat release oscillation was represented with an n-τ 

model. Results found that the delay time, which is majorly affected by ST, plays a critical 
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role in determining the changing trend of the oscillation frequency. Results also showed 

that the model was limited in predicting the high frequency mode detected in the 

experiment. It implies that the acoustic damping and detailed flame dynamics need to be 

considered. 

6.2 Future Work 

The previous work revealed that the local information and flame dynamics are the 

key factors that play critical roles in determining the instability trend. Moreover, the 

turbulent flame speed is the key parameter that affects the changing trend of the self-

excited thermoacoustic instability. I would recommend several topics that could be used 

to understand the mechanism of thermoacoustic instability further. 

1. A combined velocity field and local flame structure examination. It would used 

to quantify the dependence of flame oscillation on the larger coherence structures in the 

flow field. 

2. More detailed study on the effect of the ambient pressure on the flame 

oscillation trend. The particular focus can be on the flame wrinkling that shows a strong 

dependence on the oscillation phase. If possible, the velocity measurement is highly 

recommended. 

3. Flame dynamics modeling with the consideration on flame structures. The 

current modeling work showed that the modeling couldn’t accurately predict all 

oscillation modes because of the lack of the knowledge of flame structure. 
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APPENDIX A 

 

The Appendix A demonstrates the mean and phase-averaged OH* 

chemiluminescence images. 

 

Figure A. 1. Mean OH* of the case with Lc = 1100mm and ηH = 0%. 

 

Figure A. 2. Mean OH* of the case with Lc = 1100mm and ηH = 15%. 
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Figure A. 3. Mean OH* of the case with Lc = 1100mm and ηH = 50%. 

 

Figure A. 4. Phase-averaged OH* of the case with Lc = 1100mm and ηH = 0%. 

 

Figure A. 5. Phase-averaged OH* of the case with Lc = 1100mm and ηH = 15%. 
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APPENDIX B 

 

The Appendix B shows the curve fitting results of the properties of different 

gases. 

 

Figure B. 1. Curve fitting of the enthalpy of different gases. 

 

Figure B. 2. Curve fitting of the density of air. 
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Figure B. 3. Curve fitting of the kinematic viscosity of air. 

 

Figure B. 4. Curve fitting of the thermal conductivity of air. 

 

Figure B. 5. Curve fitting of the specific heat of air. 
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